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ABSTRACT

BARRETO, Renan Paredes. Investigating the Implications of Traffic Engineering
and Connectivity on Internet Routing. 2025. 98 f. Master’s Dissertation – Graduate
Program in Computing. Federal University of Rio Grande - FURG, Rio Grande.

The reliability and security of Internet routing are increasingly challenged by appli-
cations with strict service requirements, where connectivity and traffic engineering play
a central role. While operators use traffic engineering to optimize performance and resi-
lience, such decisions can inadvertently amplify routing security risks. Existing mecha-
nisms such as BGPSec, RPKI, and ASPA remain insufficient due to limited deployment
and technical vulnerabilities, leaving open questions on how traffic engineering practices
themselves affect routing security.

This work addresses the gap in understanding how traffic engineering and connectivity
influence Internet routing security. We propose a methodology that combines measure-
ments from both the control and data planes. Using the PEERING platform to generate
BGP announcements, we analyze the effects of AS Path Prepend, prefix length, and se-
lective route announcements.

Our results show that while prepending can increase the impact of a hijack, from 17%
to 67% in one scenario, connectivity alone may also expose an AS to prefix hijacks. We
further demonstrate that hijacking via longer prefixes is particularly effective in achieving
100% of the data plane and control plane targets. Based on these findings, we provide
a comprehensive view of the current state of the announced address space, showing that
93.3% could be victims of hijack with a longer prefix, and discuss practical implications
for routing security.

Keywords: BGP, Traffic Engineering, Security, Routing.



RESUMO

BARRETO, Renan Paredes. Investigating the Security Implications of Traffic
Engineering and Connectivity on Internet Routing. 2025. 98 f. Dissertação
(Mestrado) – Programa de Pós-Graduaçc̃o em Computação. Universidade Federal do Rio
Grande - FURG, Rio Grande.

A confiabilidade e a segurança do roteamento da Internet são cada vez mais desafi-
adas por aplicações com requisitos rigorosos de serviço, nas quais a conectividade e a
engenharia de tráfego desempenham um papel central. Embora os operadores utilizem a
engenharia de tráfego para otimizar desempenho e resiliência, tais decisões podem, inad-
vertidamente, amplificar os riscos de segurança no roteamento. Mecanismos existentes
como BGPSec, RPKI e ASPA permanecem insuficientes devido à adoção limitada e a
vulnerabilidades técnicas, deixando em aberto questões sobre como as próprias práticas
de engenharia de tráfego afetam a segurança do roteamento.

Este trabalho busca suprir a lacuna no entendimento de como a engenharia de tráfego
e a conectividade impactam a segurança do roteamento da Internet. Propomos uma
metodologia experimental que combina medições nos planos de controle e de dados. Uti-
lizando a plataforma PEERING para gerar anúncios BGP, analisamos os efeitos de AS
Path Prepend, prefixos mais especı́ficos e anúncios seletivos.

Nossos resultados mostram que o uso de prepend pode aumentar o impacto de um
sequestro de prefixo, de 17% para 67% em um cenário; entretanto, a conectividade do
AS por si só também pode torná-lo vulnerável a sequestros de prefixos. Demonstramos
ainda que sequestros utilizando prefixos mais especı́ficos são particularmente eficazes,
sequestrando 100% dos alvos no plano de controle e plano de dados. Com base nesses
achados, apresentamos um panorama do estado atual do espaço de endereçamento anun-
ciado, demonstrando que 93.3% podem ser vı́timas de sequestro por um prefixo mais
especı́fico, e discutimos implicações práticas para a segurança do roteamento.

Palavras-chave: BGP, Engenharia de Tráfego, Segurança, Roteamento.
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1 INTRODUCTION

Traffic delivery is a fundamental component of current Internet operations. As the In-
ternet evolves in both scale and importance, its underlying infrastructure faces increasing
complexity and growing traffic volumes. This growth is driven by the need to meet appli-
cation requirements, enhance users’ quality of experience, and ensure network resilience.

The Internet emerges from the interconnection of multiple networks, known as Au-
tonomous Systems (ASes). Each AS retains autonomy over its routing decisions when
transmitting information. ASes expand their connectivity through Internet Exchange
Points (IXPs) and transit ASes. IXPs are physical locations where network switches en-
able different networks to exchange traffic directly. Transit ASes, in turn, provide global
Internet connectivity to other ASes, typically operating within a specific region. These
transit ASes may adopt strategies that prioritize their own interests, often of an economic
nature.

To coordinate the relationships and objectives of each AS, the Internet relies on the
Border Gateway Protocol (BGP). BGP propagates routes across ASes and, when multiple
paths exist to the same destination, applies a series of selection criteria. For outbound
traffic, operators can influence routing through the local preference attribute, which de-
fines preferred paths for traffic leaving their networks. For inbound traffic, however, BGP
does not provide a direct parameter to enforce preferences. Network operators, there-
fore, rely on traffic engineering techniques to influence the choices made by neighboring
ASes. These techniques include manipulating route advertisements through prefix length,
selective announcements, prepending, and BGP communities.

Operators apply traffic engineering to make certain routes more or less attractive.
While this practice helps them achieve their goals, it can exacerbate security risks re-
garding prefix hijacking events. In a hijack event, an AS announces a prefix it does not
legitimately own, diverting traffic. Such incidents can disrupt services or serve as vectors
for more severe attacks. For example, during a hijack of KLAYSwap [37], users were
redirected to download malicious software, resulting in the theft of cryptocurrency assets.

Prefix hijacks can take multiple forms: forged-origin attacks, in which an adversary
announces a prefix without legitimate ownership; AS path manipulation, where the at-
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tacker inserts its AS number into an otherwise valid path; and configuration errors, which
correspond to unintentional announcements caused by operator mistakes. Such events
occur frequently—around 17.5 suspected forged-origin cases are observed per day [21].
Moreover, approximately 1.4% of ASes have been classified as serial hijackers through
machine learning techniques [38]. Existing defense mechanisms, such as the Resource
Public Key Infrastructure (RPKI) [7] and the Autonomous System Provider Authoriza-
tion (ASPA) [1], provide only partial protection. RPKI mitigates a limited set of hijack
types and still lacks universal adoption, while ASPA remains under development.

A systematic understanding of the factors that amplify the likelihood or severity of
hijacks is still missing. In this dissertation, we seek to advance the understanding of how
traffic engineering impacts prefix hijacks. Specifically, we investigate how connectivity
and traffic engineering practices influence the success and impact of route origin hijacks..
To guide this investigation, we formulate the following research questions:

RQ1. How do different traffic engineering practices affect the impact of a prefix hijack?

RQ2. Which characteristics of the victim influence the outcome of a hijack?

RQ3. Which characteristics of the attacker influence the outcome of a hijack?

RQ4. What leads an AS to accept a hijack announcement?

RQ5. Based on these results, what is the current state of traffic engineering employment
on the Internet, and its possible impact on security?

To answer these questions, we use the PEERING platform [35], which enables con-
trolled BGP experiments on the global Internet. By instantiating ASes and generating
real announcements, we emulate scenarios that include the following traffic engineering
practices: prepending, selective announcements, and more specific prefixes. We analyze
their effects using both control-plane data and data-plane measurements, providing a sys-
tematic evaluation of how these techniques influence prefix hijack events.

While previous work has specified a method to analyze the effect of prepending on
routing [12], this dissertation expands that study by investigating a broader range of traffic
engineering practices and connectivity factors that influence routing security. To this end,
we conduct experiments on the PEERING testbed, analyzing scenarios in which ASes
differ in their level of connectivity and apply techniques such as prepending and prefix
deaggregation. Our methodology combines control-plane and data-plane measurements,
enabling us to evaluate how these factors affect the propagation and resilience of BGP
announcements, both from the perspective of a victim and from that of a potential attacker.

The contributions of this dissertation are twofold. First, we provide empirical insights
into how connectivity and traffic engineering affect the likelihood and impact of hijacks.
Second, we present an updated view of the Internet’s current exposure to such threats.
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These results offer practical guidance for operators, who must weigh the operational ben-
efits of traffic engineering against its security risks.

The results presented in this dissertation show that using a single AS path prepend in-
creases the likelihood of a hijack to 17%; when additional prepends are applied, this value
can rise to 67%. We also observed that hijacks with more specific prefixes are particularly
damaging, in some cases capturing 100% of the control-plane targets. Furthermore, our
analysis indicates that 93.3% of the announced Internet address space could potentially
be compromised by an attack based on more specific prefix hijacking.

This dissertation is organized as follows. Chapter 2 introduces the concepts related to
the Internet, ASes, and BGP. Chapter 3 reviews the main studies on traffic engineering and
prefix hijacking. Chapter 4 details the methodology of our experiments, while Chapter 6
presents the results. Finally, Chapter 10 discusses the conclusions and final remarks.



2 BACKGROUND

In this chapter, we define the concepts used in this work. Section 2.1 introduces Au-
tonomous Systems (ASes) and the Border Gateway Protocol (BGP), discussing how ASes
are organized and how BGP enables their communication. Section 2.2 presents BGP route
selection criteria and traffic engineering techniques. Section 2.3 addresses security chal-
lenges in routing and BGP. Section 2.4 discusses mechanisms for mitigating security gaps
and validating routes. Section 2.5 focuses on BGP collectors and databases, describing
their formats and limitations. Finally, Section 2.6 presents the PEERING research plat-
form, explaining its objectives and operational principles.

2.1 Autonomous Systems and BGP

An Autonomous System (AS) is a collection of routers under a single administrative
domain, operated by one or more entities, and governed by a uniform routing policy [24].
Each AS is identified by an Autonomous System Number (ASN), which is assigned by a
Regional Internet Registry (RIR). RIRs are non-profit organizations responsible for dis-
tributing ASNs and IP address blocks within their respective regions. These address
blocks, known as prefixes, are delegated by the Internet Assigned Numbers Authority

(IANA) to the RIRs.

ASes can be classified according to their role in the Internet ecosystem. Content ASes,
such as Google, Amazon, and Meta, host and distribute digital content. Enterprise ASes

serve organizations’ internal connectivity needs without providing public Internet access.
Access ASes, or eyeball networks, connect end users to the Internet, usually through Inter-
net Service Providers (ISPs) such as Vivo and Telefônica in Brazil. Transit ASes provide
connectivity to other networks; Tier-1 ASes are a special case of transit providers that
reach the entire Internet solely through peering agreements, without purchasing transit.
These different roles are central to understanding the Internet’s connectivity, resilience,
and economic structure.

Interconnection between ASes takes place through two main arrangements: peering

agreements, in which ASes exchange traffic without monetary compensation, and transit



20

agreements, in which one AS pays another for connectivity to the global Internet. While
peering usually occurs between networks of similar size to improve performance and
reduce costs, transit agreements are essential for smaller ASes that rely on larger providers
for global reachability. Since transit is costly, many ASes use Internet Exchange Points
(IXPs) to optimize traffic exchange. IXPs are physical infrastructures that interconnect
multiple networks, reducing reliance on expensive transit providers, lowering latency,
and improving resilience. Content Delivery Networks (CDNs), for example, frequently
collocate infrastructure at IXPs to bring content closer to users.

The Border Gateway Protocol (BGP) is the standard inter-domain routing protocol of
the Internet. It allows ASes to exchange routing information and decide which routes to
use for forwarding traffic [32]. Each AS uses BGP to select routes to IP prefixes based
on available announcements from its neighbors. For outbound traffic, operators influence
the chosen path using attributes such as local preference. For inbound traffic, BGP does
not provide a direct mechanism to define preferred paths, so operators rely on traffic
engineering techniques such as prepending, selective announcements, and prefix length
manipulation.

2.2 Route Selection and Traffic Engineering

BGP defines a sequence of decision criteria to select the best route to a given pre-
fix [33]. While some steps are internal to protocol operations, several can be exploited for
traffic engineering. Route selection follows, among others, the following criteria:

1. Longest prefix match (an IP-level criterion, not BGP-specific);

2. Highest local preference;

3. Shortest AS path;

4. Lowest origin type;

5. Lowest Multi-Exit Discriminator (MED);

6. Prefer eBGP over iBGP routes;

7. Lowest IGP metric to the next hop.

Figure 1 illustrates these key selection steps.

2.2.1 Prefix Length

The specificity of an IP prefix is the first criterion in route selection. Although not
defined by BGP itself, but by IP addressing rules, routes with longer prefix matches are
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Figure 1: Route selection criteria relevant to traffic engineering.

Figure 2: Example where AS 3 advertises a more specific prefix to AS 2, which AS 1
then prefers.

always preferred. For instance, an announcement of 192.0.2.0/24 takes precedence over
192.0.2.0/23, as shown in Figure 2.

While prefix deaggregation enables more precise traffic engineering, it increases the
number of entries in global routing tables. Since prefixes longer than /24 are typically
filtered, announcing more specific routes than /24 is generally ineffective.

2.2.2 Local Preference

Local preference is an attribute set by an AS to choose among multiple outbound
routes. Given two announcements of equal prefix length, the one with the higher local
preference is selected. This mechanism allows operators to control how traffic exits their
network, but does not directly affect how inbound traffic is received.

2.2.3 AS Path Length and Prepending

When prefix specificity and local preference values are equal, BGP prefers the route
with the shortest AS path. Operators can exploit this behavior through AS path prepend-

ing, a technique in which an AS artificially lengthens its own path by repeating its ASN
in the announcement. This makes the route less attractive to neighbors, as illustrated in
Figure 3.
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Figure 3: Example of path prepending: (a) no prepending, (b) prepend of one ASN
repetition, (c) prepend of two repetitions.

2.2.4 Selective Announcements

Selective announcement refers to advertising a prefix only to a subset of neighbors, as
shown in Figure 4. While this technique can control inbound traffic, it reduces the number
of available paths to the announcing AS, potentially increasing vulnerability to hijacks.

Figure 4: Example of selective announcements, where AS 1 advertises different prefixes
to different neighbors.

2.2.5 BGP Communities

BGP communities allow operators to tag announcements with instructions for down-
stream ASes. For example, a community may request that a route not be propagated to
certain neighbors, or that prepending be applied automatically. Figure 5 shows an exam-
ple of a community restricting propagation. Since community values are not standardized,
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misconfigurations may occur.

Figure 5: Example where AS 1 attaches a community to its announcement so that AS 2
does not propagate it to AS 4.

2.3 BGP Security

The security of the BGP protocol remains an unresolved challenge, despite attempts
to mitigate its vulnerabilities. Among the problems faced are (i) denial of service, aimed
at preventing services and applications from operating at full capacity; (ii) misconfigured
announcements, for example, invalid routes can be announced; (iii) route leaks, where
an AS announces a route it should not, causing traffic to flow through an undesired path.
There is also a lack of route authentication and ownership verification of prefixes. Finally,
during a prefix hijacking event, BGP does not verify whether a route is legitimate, allow-
ing an AS to announce a prefix it does not own as the origin. This event is the focus of
this work. These cases can be described as prefix hijacking events, in which not all are
malicious, and some may be configuration errors.

BGP hijacking occurs when an AS announces a prefix that does not belong to it, or
forges a path to the victim, diverting connections that should go to the correct destination
to this AS, provided it is considered the route to be taken according to BGP route selection
criteria, as shown in Figure 6. This can be used to waste requests that should go to the
correct AS, or to intercept this data for monitoring or alteration, and then forward it to the
correct destination [2].

The relationships between connected ASes may lead to the need to use traffic engi-
neering tools as more routes become available to optimize the use of connections and their
costs. However, the use of traffic engineering techniques can influence a prefix hijacking
event. For example, the use of less specific prefixes than /24 can create vulnerabilities
when it comes to prefix hijacking, as an AS announcing a /23 prefix may have its prefix
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Figure 6: Example where AS 4 announces to AS 1 a prefix that belongs to AS 3.

hijacked by another AS announcing a more specific /24 prefix. Therefore, it is necessary
to weigh the benefits of prefix aggregation with its vulnerabilities and the drawbacks of
prefix disaggregation against the limitations of routing tables and filtering by ASes.

The use of prepends can create a vulnerability to intentional or accidental prefix hi-
jacking events [12]. By announcing a path without prepends, an AS can hijack another
AS prefix, provided the other criteria are equal, due to having a shorter path compared to
the original owner of the prefix announcement.

In the case of ASes with few neighbors to which they are connected, there may not be
a need to optimize the use of their routes. However, a smaller number of neighbors—and
consequently fewer available routes to the originating AS of an announcement—can make
it easier to hijack its prefixes. For instance, if an AS has only one neighbor, a prefix hi-
jacking event only needs to convince this neighbor to follow the false route to intercept
all connections to the announced prefix. Conversely, an AS with multiple neighbors has
a lower probability of having all its prefix routes hijacked, as the actor initiating the hi-
jacking event would need to convince several ASes, using BGP criteria, to adopt their
route.

2.4 BGP Security Issues Mitigation

By discussing various possibilities of traffic engineering techniques and the character-
istics of the BGP protocol, it is evident that verifying the authenticity of announcements
and addressing prefix hijacking events are crucial points, despite the protocol lacking
built-in mechanisms for this. ROA (Route Origin Authorization) aims to address this is-
sue by linking IP blocks to the ASes authorized to announce them. The creation of such
records is managed by specific entities, such as RIRs or LIRs (Local Internet Registries).
RPKI keys are employed to validate these ROA objects, ensuring that the announcement
originates from an AS certified to make it [7].
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One issue with the use of ROA and RPKI is the creation of objects with a broader max
length attribute considering prefix lengths not currently being announced. For example,
allow a /24 prefix even though the network only announces a /23. This practice simplifies
the management of announcements by network operators, as it avoids the need to update
ROA objects if changes in prefix aggregation or disaggregation are required. However,
this same practice can pave the way for a malicious AS to announce a prefix contained
within a valid ROA, falsely claiming to be a neighbor of the origin AS for that prefix.

Figure 7: Example of a hijack bypassing RPKI origin validation. In this scenario, the
hijacker adds the victim ASN in the AS path even though the hijacker does not have a
connection to the victim.

There is also the challenge of adopting RPKI, as not all ASes may adopt route ver-
ification, with at least 27% of ASes enforcing ROV, Route Origin Validation, strictly or
partially [20]. This limitation extends to other implementations aimed at improving BGP
protocol security.

ASPA seeks to enhance the foundation laid by RPKI by authenticating the entire path
of a route, thereby making it more effective, but its adoption remains limited [40, 1].
BGPsec aims to address this by enabling update messages to be verified, ensuring that
each AS in the path of the message has authorized the announcement of that route to the
next AS in the path [25]. However, this approach also faces economic barriers, or lacks
incentive, and, as a result, is not yet operational [30].

2.5 Data Collection

To verify the use of traffic engineering techniques, BGP collectors serve as one of the
main sources of information. These collectors gather data about the state of the control
plane based on the visibility of the collector, these collectors can be composed of multiple
monitors that share this information. There are several collector projects, such as Route-
Views [41] and RIPE RIS [28], which have collectors in various locations with different
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levels of visibility. Consequently, it is likely that a single collector cannot access all the
routes available on the Internet.

This limitation complicates the use of BGP data to accurately represent the network
state. As a result, employing multiple collectors is a viable option; however, this approach
may introduce data duplication and increase the volume of information. Another issue is
that since BGP collectors provide the community with a snapshot of routes and relation-
ships between ASes, those are published in specific periods of time, which can lead to
difficulty synchronizing with experiments and other sources of information.

RIS Live is a BGP data service that provides real-time updates from network mon-
itors [29] from RIPE. This format solves the synchronization issue but requires a con-
nection to the API to receive data. In this case, the information is published in JSON
format, including announcements, withdrawals, paths, communities, and more. RIS Live
has approximately 400 monitors, which are used as the source of control plane data for
the tool.

To increase data coverage for the experiments and mitigate the challenges of BGP data
collection, we use measurements from the data plane. We use pings, more specifically
ICMP-echo-requests, which were generated with the nping tool. By employing an IPv4
hitlist based on the ANT IP list [13], we perform pings to approximately 40,000 ASes
and observe the response behavior during the experiments to define which targets were
impacted by the hijack. To capture the responses, we used the tcpdump [19] tool.

2.6 PEERING Testbed

The study of BGP announcement behavior can be conducted through topology sim-
ulations. However, this approach struggles with the challenge of modeling agreements
between ASes, meaning simulated experiments might not yield results consistent with
those observed when applied to the Internet. PEERING emerged as a tool to enable active
routing research within the Internet topology. This tool provides the capability to instanti-
ate ASes and generate BGP announcements to PEERING’s peers using prefixes reserved
for the platform.

The platform allows the use of BGP communities, traffic engineering techniques, and
the parallelism of experiments, as well as the instantiation of multiple virtual ASes. Client
connections to PoPs (Points of Presence) are established through VPNs, which are located
in different places such as universities, Internet Exchange Points, and others. The BGP
multiplexers, or mux, of PEERING are the points of presence from where clients can
connect and originate BGP announcements, such as amsterdam01.
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Figure 8: PEERING architecture: ASes peering to point-of-presence servers.



3 RELATED WORK

In this chapter, we will discuss relevant work in the context of prefix hijacking events
and traffic engineering. These focus on vulnerabilities in the Internet that allow or facili-
tate routing attacks or address challenges related to inbound traffic engineering 1.

This chapter is organized as follows. In Section 3.1, we will present work that ad-
dresses challenges in traffic engineering. Finally, in Section 3.2, we will focus on work
dealing with prefix hijacking events or their mitigation. In Section 3.3, we discuss the
current scenario given the work found following the steps previously described.

3.1 Traffic Engineering

Traffic engineering techniques use the manipulation of BGP announcements accord-
ing to route selection criteria, primarily to influence inbound traffic. While the use of ITE
aims to accomplish ASes’ objectives according to their policies, it can lead to security
issues. As such, we must analyze previous studies to determine whether: (A) there are
guidelines and prior research on ITE; and (B) the application of ITE is still occurring.

Research has already examined traffic engineering techniques, their impact on traf-
fic, as well as proposals for objectives and steps in the traffic engineering process [15].
Models for applying routing policies have also been studied and proposed [16].

We can also observe solutions for routing challenges focused on specific operations,
such as Azure, where approaches have been developed for route announcements with the
aim of using ingress traffic engineering to improve performance and reduce latency of
network services [23]. Although point (A) is confirmed, and there are indeed guidelines
for ITE, we must still determine whether ITE is employed and whether its use follows
these guidelines.

However, the continuous evolution of the Internet, as exemplified by the installation
of new infrastructure [14], can lead to new challenges and require changes in ITE usage.

1Literature review in two stages: (i) databases IEEE (339), ACM (81), Springer (150), CAIDA (12),
filtering post-2020, yielding 15 papers; (ii) conferences SIGCOMM (293), CoNEXT (149), PAM (130),
IMC (254), NSDI (456), last 5 years, yielding 33 papers. After deduplication and relevance check, 16 were
included.
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Not only do topological changes require a reevaluation of previous studies, but they also
demand a review of how ASes employ ITE [22], which shows that ITE is still in use.
While point (B) is also true, the same study highlights that operators may not follow the
proposed and published models and guidelines, a fact also observed by other authors [18].

Thus, it is possible to conclude that traffic engineering techniques are indeed being
applied, as well as efforts to make their use more efficient, such as employing them ac-
cording to defined standards. These challenges may increase as the Internet topology
becomes more complex. However, during the use of traffic engineering, the security of
BGP announcements in relation to prefix hijacking events may deteriorate.

3.2 Prefix Hijack Events and Mitigation

The literature on traffic engineering techniques reveals important security gaps, par-
ticularly concerning their application. For example, the prepend technique was first ex-
amined in a 2005 study, which analyzed its use and proposed strategies for effective
handling [9]. More recently, in 2020, a study investigated the security implications of
prepending [12], showing that longer prepends significantly increase vulnerability to pre-
fix hijacking, with up to 94% of monitored traffic hijacked when a prepend of length three
was employed.

To mitigate prefix hijacking events, several proposals have been made, some of which
have been partially implemented. One such mechanism is DROP (Don’t Route Or Peer), a
list of prefixes deemed potentially harmful to the community. Studies have also observed
the effectiveness of filtering techniques for hijack prevention [31]. However, the DROP
list is limited, as it contains only a small subset of malicious prefixes. Additional mecha-
nisms, such as Internet Routing Registry (IRR) records and RPKI, can complement these
defenses. Both, however, present weaknesses: fraudulent entries are sometimes inserted
into IRRs, allowing malicious prefixes to appear legitimate, while RPKI faces the risk of
signed but unannounced prefixes being misused by attackers. For instance, one study re-
ported a case in which a Russian AS announced a route to a Peruvian AS’s signed prefix,
as if the two networks were directly connected.

The adoption of RPKI has been growing within the AS community, and with fewer
configuration errors, invalid announcements — including malicious ones — can be fil-
tered out. However, challenges remain, such as the use of maximum signature sizes, lack
of key updates, and false announcements of the type described previously [11, 39]. An-
other possible vulnerability arises when the certification authority for RPKI keys and ROA
objects itself acts maliciously, since it could manipulate records to carry out attacks [42].

Despite increasing RPKI/ROA adoption, many ASes still do not use these mecha-
nisms, even though they are aware of prefix hijacking events. Reported barriers include
costs and technical difficulties [36]. These limitations allow hijacking to persist, and some
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ASes have even been classified as serial hijackers due to their repeated malicious behav-
ior [38]. For instance, in cases where hijackers simulated paths to the legitimate prefix
owner, 17.5 suspicious cases per day were detected [21].

Research has shown that up to 20% of routes for new AS pairs may be forged [10].
This analysis is often based on BGP collector data, but attackers may deliberately ma-
nipulate announcements to avoid detection by well-known collectors and monitors [27].
Consequently, hijacking events not only become harder to detect but also complicate the
broader analysis of BGP data.

3.3 Discussion

Thus, it has been observed in Section 3.1 that the challenges of routing continue to
be present, with new routes due to infrastructure or new connections between ASes. This
leads to the use of traffic engineering techniques to achieve the goals of the network, such
as performance or costs. As such, not only guidelines have been proposed for ITE, but
also solutions to automate ITE, aiming to decrease latency and increase resilience.

However, at the same time, the risks associated with the use of these techniques are
not fully understood, for example, the risk of a hijack with a longer prefix. Leading to
a scenario where it can cause issues instead of solving problems, ”the dose makes the
poison”. Even though there are solutions being deployed, they do not resolve the issue
completely. As seen in Section 3.2, RPKI adoption, despite growing, still does not cover
all the routed address space.

To complete the situation, hijacks do occur [37, 21], inflicting damage on ASes, ap-
plications, and users. Therefore, it is necessary to expand the knowledge regarding the
security of BGP announcements, given the use of traffic engineering techniques and AS
connectivity, to provide network operators with the necessary information to achieve their
routing objectives efficiently and securely.



4 METHODOLOGY

Considering the existing knowledge gap regarding the security of BGP announce-
ments (Section 3.2) and the use of traffic engineering techniques (Section 3.1), we define
a methodology to conduct experiments. This methodology assesses the potential impact
of using ITE on BGP security (Section 2.3).

A prefix hijack event can be described in three stages: (1) the state of the network
before the attack; (2) the state of the network during the attack; and (3) the state of the
network during mitigation or post-attack. Any methodology designed to evaluate the
impact of a hijack must reproduce at least the first two stages. To do so, it is necessary
to announce the victim prefix and wait for its propagation (stage 1), followed by the
propagation of the attacker’s announcements (stage 2) across the Internet.

4.1 Announcements

We use the PEERING [35] testbed to generate announcements that propagate on the
Internet and manipulate how those announcements are executed. We define our experi-
ment methodology to simulate the impact of prefix hijack events in three steps:

Original Announcement: The experiment begins with the victim AS announcing a
prefix, referred to as the original announcement, as illustrated in Figure 9. A waiting
period of 15 minutes follows to allow this announcement to propagate, during which
control-plane data is collected. This propagation interval is consistent with the methodol-
ogy adopted by Rizvi et al. [34]. After this period, a series of data-plane measurements
targeting different hosts and ASes are conducted over 15 minutes. This step aims to ana-
lyze the routing behavior of the original announcement in isolation.

Hijack Announcement: After this period, the hijacker AS announces the same prefix,
or a more specific one, using a different ASN as the origin. This step constitutes the hijack

announcement. During this phase, we repeat the measurements and collect data from both
the control plane and the data plane to evaluate the effectiveness of the hijacking attempt.

When propagating an announcement on the Internet, each AS must pass the update
to its neighbors; not only is some time required until the announcement is passed to all
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Figure 9: Example of hijack, where the victim AS (amsterdam01) announces the prefix
192.0.2.0/24 to PEERING peers and the hijacker (neu01) attempts to hijack the prefix
with a different ASN as origin.

possible ASes, but we also need to wait until routes are stable, given each AS’s routing
policies and BGP route selection criteria. As such, we define for each step a waiting
period of 15 minutes after a prefix is announced to wait for that route to propagate.

Figure 10: Timeline of steps executed for every experiment round.

4.2 Internet Traffic Engineering (ITE) Techniques

The announcements were tailored to collect data and measure the impact of the fol-
lowing techniques: Prepend, Prefix Length, Selective Announcements. We define each
ITE configuration in the following sub-sections. We use two PEERING muxes, amster-
dam01 and Neu01 to exemplify scenarios for each ITE technique.
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4.2.1 Prepend

Prepends aim to increase the AS path size, since BGP route selection criteria consider
the path size. Manipulating prepends can lead to certain routes being less likely to be
selected and used, and then move traffic according to the goals of an Autonomous System.

Figure 11: Example where the victim announce the prefix with prepend size 1, adding
the ASN once again in the path. The hijacker announces without prepends.

Using prepend, we analyze the impacts considering different prepend lengths, ranging
from 0 to 3, as illustrated in Figure 11. In the figure, we can see the example where ams-
terdam01 is the victim mux while neu01 is the attacker. The victim, AS 61574, announces
its prefix, 192.0.2.0/24, with a prepend size of one, adding its own ASN one time. The
attacker announces the same prefix, without prepends and changing the origin ASN to
61575.

4.2.2 Prefix Length

In the case of more specific announcements, we investigate how prefix specificity
affects the success of a hijacking event. This involves performing the original announce-

ment with a /23 or /24 prefix, as shown in Figure 12. The attack, however, always uses a
/24 prefix.

In this example, the victim, amsterdam01, announces 192.0.2.0/23 using ASN 61574,
without any other ITE. The attacker, neu01, then announces a longer, more specific, prefix
of the victim, 192.0.2.0/24, with the origin ASN 61575.

4.2.3 Selective Announcements

For selective announcements, we restrict the prefix advertisement to a subset of the
existing connections between the victim PEERING mux and its peers. In our experiments,
propagation is limited to one of the following cases: (i) all neighbors; (ii) only IXPs; (iii)
only transit ASes; (iv) subsets of transit ASes; or (v) subsets of IXPs. Since selective
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Figure 12: Example where the victim announces the prefix as a /23, while the hijacker
announces a /24 prefix disaggregated from the victim /23.

announcements restrict the set of neighbors that receive the route, this configuration also
allows us to analyze whether the number of neighbors of an AS impacts the security of its
prefixes against hijacking.

Figure 13: Selective announcement example, where the victim only passes the announce-
ment to a single neighbor. The hijacker is announcing to all of its neighbors.

Figure 13 illustrates an example in which the victim, amsterdam01 (ASN 61574),
announces the prefix 192.0.2.0/24 to one of its three neighbors (AS 1), thereby limiting
inbound routes to the victim. The attacker, ASN 61575 on mux neu01, announces the
same prefix with its ASN as the origin to all of its neighbors.

4.3 Data Collection

To measure the potential impact, we collect data from both the control plane and
the data plane. Control-plane data provides insight into the routing decisions made by
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ASes and the paths they select, allowing us to identify the causes of a hijack by com-
paring announcements and updates against BGP route-selection criteria. Although RIS
Live provides real-time updates, it may lack the visibility required for a full assessment;
therefore, we complement this with data-plane measurements.

Control-Plane Data Collection: During each experiment, we monitor control-plane
information to track the routing behavior of both the victim and the attacker at every stage.
This enables us to determine, for each round, how each actor behaves and to evaluate the
resulting impact.

Data-Plane Data Collection: Data-plane measurements are used to capture traffic
behavior, complementing the control-plane perspective. We actively probe targets using
ICMP echo requests and observe the responses. While measurements from external hosts
toward the victim are possible, they are constrained by the number of vantage points. To
overcome this, we initiate probes from the victim toward a predefined list of hosts.

4.4 Metrics

To assess the impact of a hijack during an experiment, we define two metrics: (1)
Theoretical Impact and (2) Real Impact.

Theoretical Impact: Extrapolates beyond the observed results by considering the
customer cones of the affected networks, estimating the potential scope of impact that is
not directly visible in our measurements. This metric captures how many networks could

be affected and potentially divert their traffic toward the hijacker. Together with the real
impact, it provides an estimate of the minimum and maximum impact for each scenario.

Real Impact: Is derived from control-plane and data-plane observations, identifying
which networks actually accepted the hijack and what traffic was diverted toward the at-
tacker. This metric allows us to quantify the number of ASes that accepted the hijack, the
number of data-plane hosts that responded to the hijacker, and their proportions relative
to the ASes and hosts observed in the original announcement.



5 EXPERIMENT TOOLS AND ENVIRONMENT

In this Chapter, we detail the tools and configurations used to evaluate the security im-
plications of traffic engineering techniques following the methodology defined in Chap-
ter 4. We define data collection in Section 5.2. Section 5.1 contains details regarding
the PEERING muxes. Section 5.2 explores the configuration of tools for data collection.
Finally, Section 5.3 consists of concerns regarding real traffic.

5.1 PEERING Muxes

In order to execute the announcements for the experiment, we must decide on which
muxes to use. As such, we propagate a test announcement to check which muxes are
responsive and if their announcement reaches the majority RIS Live monitors, out of the
approximately 400 available. In Table 1 we present the results for each mux. Most of the
PEERING muxes are capable of reaching more than 90% of the available monitors. The
exceptions all stay below 10% of monitors. As such, we observed that a mux would either
work as intended and reach most of the monitors or would fail noticeably, with very few
monitors seeing the announcement.

Although the results for muxes in Vultr networks—one of PEERING’s transit
providers—were initially promising, we identified an issue when using a PEERING pa-
rameter to change the origin ASN of the announcement. In such cases, Vultr did not
propagate the announcements. The matters identified with specific locations were re-
ported and, in some instances, corrected; for example, muxes present in Vultr networks
were reinstated as valid points to propagate announcements. A similar situation occurred
with ufmg01, which in the first trial reached only eleven (11) RIS Live monitors.

We select muxes based on geodiversity, one mux for each of the following regions:
Europe, North America, South America, Africa, and Asia-Pacific. Muxes are automati-
cally selected for regions that only have a single mux available at the time; for example,
vtrjohannesburg for Africa. For regions with multiple muxes available, we then consid-
ered the second hop for each mux and its variety.

Considering Europe, the mux with the most peers and connectivity options is amster-
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Mux Monitors Percentage of Monitors Seen

amsterdam01 404 99.26%
seattle01 34 8.35%

saopaulo01 2 0.49%
ufmg01 11 2.70%

vtrseattle 377 92.63%
gatech01 379 93.12%
grnet01 389 95.58%

isi01 2 0.49%
neu01 379 93.12%
sbu01 1 0.25%
wisc01 379 93.12%

clemson01 380 93.37%
vtramsterdam 389 95.58%

vtratlanta 376 92.38%
vtrbangalore 407 100.00%
vtrchicago 376 92.38%
vtrdallas 376 92.38%
vtrdelhi 404 99.26%

vtrfrankfurt 389 95.58%
vtrjohannesburg 3 0.74%

vtrlondon 385 94.59%
vtrlosangelas 375 92.14%

vtrmadrid 377 92.63%
vtrmelbourne 374 91.89%

vtrmexico 375 92.14%
vtrmiami 379 93.12%

vtrmumbai 407 100.00%
vtrnewyork 379 93.12%

vtrosaka 375 92.14%
vtrparis 381 93.61%

vtrsaopaulo 381 93.61%
vtrseoul 380 93.37%

vtrsilicon 376 92.38%
vtrsingapore 381 93.61%
vtrstockholm 380 93.37%

vtrsydney 375 92.14%
vtrtokyo 376 92.38%

vtrtoronto 374 91.89%
vtrwarsaw 379 93.12%

Table 1: PEERING muxes and visibility of announcement on RIS Live.

dam01, being also the mux with the most variety of ASes as the second hop during the
initial trials. The number of hops can be seen in Table 2. 1

1Muxes with only a single AS as their second hop were omitted from the table. This includes all Vultr
muxes, gatech01, grnet01, isi01, neu01, sbu01, clemson01 and wisc01.
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Mux Peers IPv4

amsterdam01 97
seattle01 61

saopaulo01 8
ufmg01 6

Table 2: Number of IPv4 Peers for each mux.

For South America, saopaulo01 was non-responsive, we are then left with ufmg01
and another mux in Vultr. We decided to use ufmg01 due to the second hop options in the
mux, for example, IXP and Transit.

We are then left to decide which mux will be selected for North America and Asia-
Pacific. While there are options of muxes in North America, some were unreliable since
the first trials, for example seattle01. As such, we decided to continue with clemson01
and gatech01 despite them having only a single AS as second hop. Both muxes behaved
and were successful in propagating announcements for the first rounds using ITE. Later,
both muxes became unreliable and would not propagate announcements at times. We then
selected neu01 to continue representing North America. For Asia-Pacific we decided on
using vtrseoul.

Considering the mux selection for each region, we have selected the muxes in the
following list: amsterdam01, ufmg01, neu01, vtrjohannesburg, vtrseoul.

5.2 Data Collection

Data collection for each experiment targets both the control plane and the data plane,
as defined in Chapter 4.

To mitigate RIS Live’s limited monitor coverage, we complement control-plane obser-
vations with data-plane measurements. At each experiment step, the victim sends ICMP

echo requests to a list of targets, repeating each probe three times to reduce failures.
The target list is derived from the ANT IP list [13]. After filtering for responsive

hosts, we obtain approximately two million active addresses across 40,000 ASes. To
prevent overrepresentation of networks dominating the target set, we limit the sample to
five addresses per AS. To enhance geographical diversity, we determine the location of
each address using MaxMind2. The following criteria are then applied to select the final
subset from ASes exceeding the five-address limit:

1. Addresses that cannot be located will be removed until there are 5 targets per ASes;

2. Limit to one target per town, allow more than one target in a single town if it’s
needed to achieve 5 targets per AS;

2Geolocation databases may contain inaccuracies.
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3. Limit to one target per country, allow more than one target in a single country if it’s
needed to achieve 5 targets per AS;

4. Limit to one target per continent, allow more than one target in a single continent if
it’s needed to achieve 5 targets per AS;

With the steps enumerated above, we were able to limit ourselves to, at maximum,
5 targets per AS to a total of 127,421 targets. This provides diversity of location and
diminishes the impact of large ASes with many targets in the dataset.

To conduct the data plane measurements, we used the nping tool [17], with the capture
option disabled. When capture is enabled, nping will wait, until timeout, for a reply before
sending the next ping; as such, we disable this option to send pings even to targets that are
unresponsive at the time without needing to wait. Since the capture option was disabled,
we required an alternative method to capture the replies from responsive targets.

Packet capture for the responsive targets will be handled via tcpdump instances, which
will monitor packets on the interfaces used during the experiments [17, 19]. Through
PEERING, the ingress route of a response from the data plane measurement, determining
whether the hijacker or the original announcer received it, is identified using the MAC
address or the interface on which the packet was received.

Consequently, all packets associated with the prefix used in the experiments are cap-
tured for analysis. Only one experiment will be conducted at a time, with a single PEER-
ING client communicating with the involved muxes to specify the announcement config-
uration to be used. For example, only mux amsterdam01 and neu01 will be propagating
announcements, with ping replies being received on each respective network interface.

5.3 Interference with Real Traffic

It is important to emphasize that none of the prefix announcements made during the
experiments interfered with real user traffic, as the PEERING platform does not have any
clients. Additionally, we include contact information in the data plane measurements to
allow ASes to request exclusion from probing. We also limit the ping rate per second to
avoid overloading vantage points or the measurement targets.



6 IMPACT OF TRAFFIC ENGINEERING ON HIJACKS

This chapter presents the results of our experiments, designed to evaluate how Internet
Traffic Engineering (ITE) techniques influence the success and impact of prefix hijacks.
Building on the methodology described in Chapter 4 and the configuration in Chapter 5,
we analyze how specific techniques increase the likelihood of a hijack and examine the
effects of forged-origin prefix attacks on the victim.

As introduced earlier, a prefix hijack involves three participants: the victim (the legiti-
mate prefix owner), the attacker (who performs the hijack), and the impacted ASes (those
that accept the hijacking announcement). We present our results following this structure:
first, the impact on the victim; second, the characteristics that a hijacker can exploit; and
third, the role of impacted ASes in shaping the AS path.

In addition, we investigate how the AS connectivity influences the probability of a
successful hijack and analyze the characteristics of ASes that accept the hijacker’s an-
nouncement, with the goal of identifying factors contributing to their vulnerability.

The experiments reported in this chapter provide evidence to address the research
questions posed in Chapter 1: (RQ1) How do different traffic engineering practices affect
the impact of a prefix hijack; (RQ2) Which characteristics of the victim influence the
outcome of a hijack; (RQ3) Which characteristics of the attacker influence the outcome
of a hijack; (RQ4) What leads an AS to accept a hijack announcement; (RQ5) Based on
these results, what is the current state of traffic engineering employment on the Internet,
and its possible impact on security.

This chapter is organized as follows. Section 6.1 discusses the results of the prepend
experiments. Section 6.2 details the impact of hijacks when varying prefix length. Sec-
tion 6.3 analyzes the effect of connectivity and selective announcements.

6.1 Prepend

We begin by analyzing the prepend technique, as described in Subsection 4.2.1, using
an IPv4 /24 prefix as the original announcement. In this scenario, the victim applies
different prepend lengths (0 to 3) on its announcement through PEERING, while the
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attacker does not apply any ITE. We evaluate cases where each mux alternates as the
victim or as the hijacker.

Figure 14: Impact of prepend experiments for each victim.

Figure 14 summarizes the overall results across PEERING muxes. The boxplots high-
light that, in most cases, higher prepend values correlate with higher hijack impact: the
minimums correspond to no prepend, and the maximums to three prepends. An exception
is neu01, where all configurations already show high vulnerability, indicating that even
without prepends this mux remains at risk.

6.1.1 Amsterdam01 as Victim

We start our analysis with amsterdam01 as the victim. This mux has relatively strong
connectivity in PEERING, which allows us to observe how prepend usage interacts with
a well-connected origin. The goal of this experiment is to evaluate whether increasing the
number of prepends alters the victim’s resilience against different hijackers.

Table 3 summarizes the results when amsterdam01 originates the prefix. Both control-
plane and data-plane measurements show that prepend size directly amplifies the impact
of a hijack. For instance, without prepends, between 57 (neu01) and 117 (vtrjohannes-

burg) monitors were hijacked; with three prepends, these numbers rose to 211 and 336,
respectively. In the data plane, the proportion of hijacked targets increased from about
20% to more than 90%. These results confirm that prepend usage can substantially worsen
hijack outcomes for the victim, even when the AS is well connected.

6.1.2 Neu01 as Victim

We now consider neu01 as the victim. Unlike amsterdam01, this mux has weaker
connectivity, which allows us to assess how prepend usage interacts with a less resilient
origin.

The results in Table 4 show that the prepend size produces little variation in some
scenarios. For example, against amsterdam01 as the attacker, 348 monitors were hijacked
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Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

amsterdam01 neu01 0 391 57 (14.57%) 100171 19609 (19.57%)
amsterdam01 neu01 1 390 128 (32.82%) 99878 50246 (50.30%)
amsterdam01 neu01 2 393 186 (47.32%) 99918 71538 (71.59%)
amsterdam01 neu01 3 386 211 (54.66%) 99916 78831 (78.89%)
amsterdam01 ufmg01 0 391 92 (23.52%) 100180 32642 (32.58%)
amsterdam01 ufmg01 1 390 161 (41.28%) 100007 60404 (60.39%)
amsterdam01 ufmg01 2 388 219 (56.44%) 99752 80739 (80.93%)
amsterdam01 ufmg01 3 389 240 (61.69%) 100161 84170 (84.03%)
amsterdam01 vtrseoul 0 392 69 (17.60%) 99904 20379 (20.39%)
amsterdam01 vtrseoul 1 389 166 (42.67%) 99875 57586 (57.65%)
amsterdam01 vtrseoul 2 390 243 (62.30%) 100036 85256 (85.22%)
amsterdam01 vtrseoul 3 387 261 (67.44%) 100116 88473 (88.37%)
amsterdam01 vtrjohannesburg 0 392 117 (29.84%) 100175 34229 (34.16%)
amsterdam01 vtrjohannesburg 1 390 240 (61.53%) 99827 64593 (64.70%)
amsterdam01 vtrjohannesburg 2 378 318 (84.12%) 99876 89523 (89.63%))
amsterdam01 vtrjohannesburg 3 392 336 (85.71%) 99904 93529 (93.61%)

Table 3: Impact of 0, 1, 2, and 3 prepends on amsterdam01 as victim.

without prepends, while with one prepend the number rose only to 371. This suggests that
amsterdam01 already offers shorter paths to many monitors compared to neu01, making
hijacking more effective regardless of prepend configuration. This finding underscores
the importance of connectivity in routing security.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

neu01 amsterdam01 0 363 348 (95.86%) 99786 72218 (72.37%)
neu01 amsterdam01 1 363 374 (103.03%) 99573 87131 (87.50%))
neu01 amsterdam01 2 361 371 (102.77%) 99536 88874 (89.28%)
neu01 amsterdam01 3 360 372 (103.33%) 99629 89047 (89.37%)
neu01 ufmg01 0 363 187 (51.51%) 99690 52711 (52.87%)
neu01 ufmg01 1 361 350 (96.95%) 99507 94490 (94.95%)
neu01 ufmg01 2 361 349 (96.67%) 99698 94723 (95.00%)
neu01 ufmg01 3 358 349 (97.48%) 99583 94609 (95.00%)
neu01 vtrseoul 0 363 237 (65.28%) 99640 48552 (48.72%)
neu01 vtrseoul 1 361 314 (86.98%) 99656 81614 (81.89%)
neu01 vtrseoul 2 360 348 (96.66%) 99599 88606 (88.96%)
neu01 vtrseoul 3 361 351 (97.22%) 99636 89293 (89.61%)
neu01 vtrjohannesburg 0 362 273 (75.41%) 99475 55170 (55.46%)
neu01 vtrjohannesburg 1 361 366 (101.38%) 99487 94468 (94.95%)
neu01 vtrjohannesburg 2 361 366 (101.38%) 99384 94397 (94.98%)
neu01 vtrjohannesburg 3 360 367 (101.94%) 83721 78716 (94.02%)

Table 4: Impact of 0, 1, 2, and 3 prepends on neu01 as the victim.

Two key observations emerge from these experiments. First, approximately 20% of
monitors or targets were not hijacked, suggesting that these ASes—or others along their
paths—may rely on local preference policies, resisting the hijack despite the attacker’s
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announcements. Second, in some cases the number of hijacked monitors exceeded 100%
of the number of monitors seen in the original announcement. We hypothesize that this
anomaly is caused by filtering in neu01 that is not present in amsterdam01 or vtrjohan-

nesburg, which makes announcements from those muxes more effective than neu01.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

neu01 amsterdam01 3 360 372 (103.33%) 99629 89047 (89.37%)
neu01 ufmg01 3 358 349 (97.48%) 99583 94609 (95.00%)
neu01 vtrseoul 3 361 351 (97.22%) 99636 89293 (89.61%)
neu01 vtrjohannesburg 3 360 367 (101.94%) 83721 78716 (94.02%)

Table 5: Impact of using 3 prepends on neu01 as victim

Table 5 further illustrates the severity of this scenario: when neu01 announced with
three prepends, every mux was able to hijack a large share of its traffic. This shows that
ASes with weaker connectivity, such as neu01, can be severely affected even with minimal
prepend usage. In practice, this not only amplifies the potential damage of a hijack but
also limits mitigation options, since removing prepends from the victim would have little
effect on traffic recovery when the victim AS has weaker connectivity.

6.1.3 Ufmg01 as Victim

In the configuration where ufmg01 is the victim, the results in Table 6 show trends sim-
ilar to those observed for neu01: the hijack impact grows with the number of prepends.
However, the baseline impact without prepends is already higher than in the case of ams-

terdam01 as the victim. This indicates that prepend usage does influence hijack outcomes,
but its effect is relative to the connectivity of the origin AS.

In practice, ufmg01 is not safe against hijacks even without prepends. With only one
prepend, the proportion of hijacked monitors rises from about 78% to 96%, showing that
limited connectivity amplifies the risk and leaves little margin for mitigation.

6.1.4 VtrJohannesburg as Victim

For the mux present in Johannesburg, the results show less impact compared to ufmg01

and neu01. Table 7 indicates that with 0 prepends the hijack effect is significant, but
it does not affect the majority of monitors—except when amsterdam01 is the attacker.
Excluding amsterdam01, the results for the other muxes with 2 and 3 prepends are very
similar. Due to PEERING limitations, we could not test with more than three prepends,
and therefore cannot determine whether this pattern would persist with larger prepend
values.

These results highlight once again that hijack outcomes depend not only on the vic-
tim’s characteristics but also on those of the attacker. In this case, the effectiveness of
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Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

ufmg01 neu01 0 362 157 (43.37%) 99733 39768 (39.87%)
ufmg01 neu01 1 364 285 (78.29%) 99772 79586 (79.76%)
ufmg01 neu01 2 363 315 (86.77%) 99793 86669 (86.84%)
ufmg01 neu01 3 364 319 (87.63%) 99816 88291 (88.45%)
ufmg01 amsterdam01 0 362 310 (85.63%) 99835 60619 (60.71%)
ufmg01 amsterdam01 1 363 349 (96.14%) 99752 81572 (81.77%)
ufmg01 amsterdam01 2 364 361 (99.17%) 99782 83813 (83.99%)
ufmg01 amsterdam01 3 363 361 (99.44%) 99767 84605 (84.80%)
ufmg01 vtrseoul 0 362 152 (41.98%) 99834 32995 (33.04%)
ufmg01 vtrseoul 1 364 291 (79.94%) 99859 55684 (55.76%)
ufmg01 vtrseoul 2 363 326 (89.80%) 99736 86501 (86.72%)
ufmg01 vtrseoul 3 363 327 (90.08%) 99791 82174 (82.34%)
ufmg01 vtrjohannesburg 0 362 212 (58.56%) 99580 26832 (26.94%)
ufmg01 vtrjohannesburg 1 364 338 (92.85%) 99687 62121 (62.31%)
ufmg01 vtrjohannesburg 2 363 346 (95.31%) 99587 88632 (88.99%)
ufmg01 vtrjohannesburg 3 362 351 (96.96%) 99665 89611 (89.91%)

Table 6: Impact of 0, 1, 2, and 3 prepends on ufmg01 as victim.

amsterdam01 demonstrates that the safety of using prepends is relative to the level of
threat and the expected origin of a potential hijack.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

vtrjohannesburg neu01 0 377 107 (28.38%) 99941 41520 (41.54%)
vtrjohannesburg neu01 1 379 173 (45.64%) 99840 63519 (63.62%)
vtrjohannesburg neu01 2 378 200 (52.91%) 99885 69876 (69.95%)
vtrjohannesburg neu01 3 379 204 (53.82%) 99604 70769 (71.05%)
vtrjohannesburg ufmg01 0 378 153 (40.47%) 99985 54377 (54.38%)
vtrjohannesburg ufmg01 1 379 217 (57.25%) 99806 71531 (71.67%)
vtrjohannesburg ufmg01 2 380 236 (62.10%) 99894 74927 (75.00%)
vtrjohannesburg ufmg01 3 380 241 (63.42%) 99834 84834 (84.97%)
vtrjohannesburg vtrseoul 0 379 118 (31.13%) 99996 33581 (33.58%)
vtrjohannesburg vtrseoul 1 379 196 (51.71%) 99912 60838 (60.89%)
vtrjohannesburg vtrseoul 2 378 249 (65.87%) 99884 68802 (68.88%)
vtrjohannesburg vtrseoul 3 378 252 (66.66%) 99879 71159 (71.24%)
vtrjohannesburg amsterdam01 0 378 312 (82.53%) 99974 59130 (59.14%)
vtrjohannesburg amsterdam01 1 379 347 (91.55%) 99803 72787 (72.93%)
vtrjohannesburg amsterdam01 2 379 349 (92.08%) 99815 74598 (74.73%)
vtrjohannesburg amsterdam01 3 379 351 (92.61%) 99205 74711 (75.30%)

Table 7: Impact of 0, 1, 2, and 3 prepends on vtrjohannesburg as victim.

6.1.5 VtrSeoul as Victim

Although vtrseoul shows results similar to vtrjohannesburg, we can observe two key
differences in Table 8: (1) the impact is slightly higher, even though both muxes are in
Vultr networks, suggesting that geolocation might influence the outcome; and (2) both
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amsterdam01 and vtrjohannesburg were effective in hijacking traffic from vtrseoul.
We can also observe that when ufmg01 is the attacker, the results for 1, 2, and 3

prepends are very similar. Similar to the case of vtrjohannesburg as the victim, PEERING
limitations prevented us from announcing with more than three prepends, so we cannot
determine whether the impact would increase further with larger prepend values.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

vtrseoul neu01 0 364 117 (32.14%) 99993 37739 (37.74%)
vtrseoul neu01 1 364 222 (60.98%) 96658 69131 (71.52%)
vtrseoul neu01 2 365 270 (73.97%) 99973 83221 (83.24%)
vtrseoul neu01 3 363 271 (74.65%) 99887 83978 (84.07%)
vtrseoul ufmg01 0 363 209 (57.57%) 100102 61962 (61.89%)
vtrseoul ufmg01 1 364 269 (73.90%) 99914 82363 (82.43%)
vtrseoul ufmg01 2 365 288 (78.90%) 99913 85316 (85.39%)
vtrseoul ufmg01 3 363 284 (78.23%) 99929 85521 (85.58%)
vtrseoul amsterdam01 0 364 335 (92.03%) 100173 74981 (74.85%)
vtrseoul amsterdam01 1 363 353 (97.24%) 100043 89601 (89.56%)
vtrseoul amsterdam01 2 365 363 (99.45%) 99967 90143 (90.17%)
vtrseoul amsterdam01 3 362 359 (99.17%) 99813 90074 (90.24%)
vtrseoul vtrjohannesburg 0 363 241 (66.39%) 99608 56957 (57.18%)
vtrseoul vtrjohannesburg 1 364 338 (92.85%) 99777 89763 (89.96%)
vtrseoul vtrjohannesburg 2 365 350 (95.89%) 99831 92276 (92.43%)
vtrseoul vtrjohannesburg 3 363 348 (95.86%) 99624 92318 (92.66%)

Table 8: Impact of 0, 1, 2, and 3 prepends on vtrseoul as victim.

6.1.6 Theoretical Impact

To better assess the extent of a prefix hijack, we extend our analysis beyond the di-
rect visibility provided by RIS Live monitors by also considering the AS customer cone

associated with each monitor from the AS-Rank dataset [8]. Analyzing these cones en-
ables us to estimate the potential scope of networks impacted by a hijack, thus providing
a broader perspective on the theoretical impact and complementing the observations from
control-plane and data-plane measurements. The table reports three categories of ASes
within the control plane:

• Unaffected: ASes that do not have any relationship with hijacked ASes. These
are expected to remain loyal to the original announcement (amsterdam01) and to
ignore the hijack.

• Intersection: ASes that have at least one transit or peering relationship that has ac-
cepted the attacker’s announcement—we observe a BGP update from RIS monitor
indicating it selected the attacker’s route.

• Affected: ASes that maintain relationships only with other ASes that have been
proven to be affected by the hijack.
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The expected result is for targets that were hijacked to be present in either the inter-
section set or the affected AS set. For the data plane targets that were not hijacked, we
expect them to be in the AS set of unaffected ASes or the intersection set.

Experiment Configuration Control Plane
Origin Hijacker Prepend Size Total Unaffected Intersection Affected

amsterdam01 neu01 0 74393 13474 55355 5564
amsterdam01 ufmg01 0 74297 10519 56487 7291
amsterdam01 vtrseoul 0 74308 15953 55271 3084
amsterdam01 vtrjohannesburg 0 74297 10497 55975 7825

Table 9: Control plane cone impact of 0 prepends on amsterdam01 as victim.

In Table 9 we show the AS customer cones when amsterdam01 is the victim with 0
prepends. An interesting observation is that neu01, although generally the least effective
attacker, has more networks visible only in the affected cone than vtrseoul. This suggests
that, in theory, neu01 should have a greater impact than vtrseoul. The same can be seen on
the data plane, where we have 1354 ASes with hijacked targets that are in the unnafected

cone, as seen in Table 10.

However, this expectation does not match the actual control-plane and data-plane re-
sults, where both attackers achieve similar outcomes for prepend 0. This discrepancy can
be explained by the limited visibility of AS relationships: networks seen in the affected
cone of neu01 may also belong to the victim’s cone, but such relationships are not publicly
known or observable.

Experiment Configuration Data Plane Safe Data Plane Hijacked
Origin Hijacker Prepend Size Unaffected Intersection Affected Unaffected Intersection Affected

amsterdam01 neu01 0 6053 25008 1299 643 6164 1642
amsterdam01 ufmg01 0 4490 21418 1566 858 10528 2206
amsterdam01 vtrseoul 0 7143 24198 815 1354 6358 741
amsterdam01 vtrjohannesburg 0 4586 21244 1221 1065 10678 2603

Table 10: Data plane cone impact of 0 prepends on amsterdam01 as victim.

6.1.7 Key Findings on Prepend

Consistent with previous studies [12], our results confirm that increasing the number
of prepends directly affects the impact of a prefix hijack event. The impact of a hijack is
influenced both by the prepend size and by the connectivity of the origin AS. Importantly,
there is no number of prepends that can be considered universally safe; their effectiveness
is relative to the victim’s connectivity and to the attacker’s position. While amsterdam01

benefits from stronger connectivity, which reduces hijack impact, neu01 shows more uni-
form vulnerability across prepend sizes. In addition, some ASes appear to rely on local
preference policies to resist hijacks, underscoring the role of routing policies in mitigat-
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ing attacks. Overall, the findings show that attackers can exploit prepends to increase the
impact of prefix hijacking.

6.2 Prefix Length

Prefix length plays a crucial role in the outcome of hijack events, since more specific
prefixes are preferred in BGP route selection. To evaluate its impact, we designed the
experiment configuration described in Subsection 4.2.2, defining two scenarios for each
mux pair. In the first, the victim announces a /23 prefix for the original announcement.
In the second, the victim announces a /24. In both cases, the attacker uses a /24 prefix to
execute the hijack attempt.

Similar to the prepend experiments, Figure 15 presents a boxplot with an overview of
the results for each mux. For all muxes, the maximum values are similar, confirming the
effectiveness of a hijack using a more specific prefix.

Figure 15: Impact of prefix length experiments for each victim.

6.2.1 Amsterdam01 as Victim

When amsterdam01 is the victim, a hijack with a more specific prefix impacts most,
but not all, monitors, as shown in Table, this could be due to some monitors not having
visibility of the announcement. 111. When the prefix lengths are equal between the victim
and the attacker, however, the impact is significantly reduced.

Announcing only /24 prefixes increases the size of RIBs, which can expose memory
limitations in Internet devices and raise operational costs. Operational workload is also
a factor, since managing only /24s raises the number of announcements and reduces the
ability to use prefix length for traffic engineering, thereby forcing operators to rely on
other techniques.

1Experiment failed to propagate the victim’s original announcement for amsterdam01 vs. vtrseoul with
a /24 prefix for the victim.
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Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Victim Prefix Length Total Hijacked Total Hijacked

amsterdam01 neu01 /23 391 364 (93.09%) 102631 102600 (99.96%)
amsterdam01 neu01 /24 388 60 (15.46%) 102591 22738 (22.16%)
amsterdam01 ufmg01 /23 390 365 (93.58%) 103050 103019 (99.96%)
amsterdam01 ufmg01 /24 393 93 (23.66%) 103020 35394 (34.35%)
amsterdam01 vtrseoul /23 390 362 (92.82%) 102983 102963 (99.98%)
amsterdam01 vtrseoul /24 N/A 73 (N/A) N/A N/A
amsterdam01 vtrjohannesburg /23 389 380 (97.68%) 102801 102785 (99.98%)
amsterdam01 vtrjohannesburg /24 389 119 (30.59%) 102745 36699 (35.71%)

Table 11: Impact of /23 or /24 prefix length for original announcement on amsterdam01
as victim. Hijack announcement uses a /24 prefix.

6.2.2 Neu01 as Victim

The results for neu01 are presented in Table 12 for both the data plane and the control
plane. A hijack with a more specific prefix is successful when the victim announces a /23
and the attacker announces a /24, with most monitors accepting the hijack announcement.

An important observation is that not all monitors that responded to the original an-
nouncement accepted the hijack announcement. This may occur because the peering
agreement between PEERING and some ISPs may only allow /24 prefixes. Another pos-
sible explanation is visibility limitations: announcements made by the victim may not
reach all RIS Live monitors, whereas the attacker’s announcement may reach more mon-
itors, thereby leading to more targets being hijacked than those observed in the original

announcement.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Victim Prefix Length Total Hijacked Total Hijacked

neu01 amsterdam01 /23 363 389 (107.16%) 102782 102782 (100.0%)
neu01 amsterdam01 /24 364 351 (96.42%) 102858 73383 (71.34%)
neu01 ufmg01 /23 364 366 (100.54%) 102583 102583 (100.0%)
neu01 ufmg01 /24 365 185 (50.68%) 102935 55573 (53.98%)
neu01 vtrseoul /23 364 363 (99.72%) 102798 102798 (100.0%)
neu01 vtrseoul /24 364 229 (62.91%) 102800 49716 (48.36%)
neu01 vtrjohannesburg /23 365 379 (103.83%) 102661 102661 (100.0%)
neu01 vtrjohannesburg /24 364 268 (73.62%) 102683 57340 (55.84%)

Table 12: Impact of /23 or /24 prefix lengths for the original announcement with neu01
as the victim. Hijack announcement uses a /24 prefix.

When the original announcement is disaggregated into /24 prefixes, the impact is re-
duced, similar to what was observed with prefixes without prepending (see Section 6.1).
However, in this scenario, no viable mitigation would exist, since most ASes along the
path filter /25 prefixes. Therefore, the connectivity of the mux remains a critical factor.

For attackers, /23 or shorter prefixes are prime targets for prefix hijacking. While a
hijack of a /22 prefix using a /23, for example, would have a severe impact, it would still
allow the victim to mitigate using a /24. However, if the attacker uses a /24, this limits the
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mitigation options for the victim to recover traffic, depending on the victim’s connectivity.
As such, ASes that announce prefixes shorter than /24 and have weaker connectivity are
particularly at risk.

6.2.3 Ufmg01 as Victim

When ufmg01 is the victim, we observe similar results: more specific prefixes have
greater impact during a hijack. In the case of ufmg01, the impact when both the attacker
and the victim use the same prefix length is less pronounced than in neu01. Table 13
shows the results for the control and data plane; we can observe that although the impact
is lower than for neu01, it still affects, in some scenarios, the majority of control- and
data-plane targets, especially against amsterdam01.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Victim Prefix Length Total Hijacked Total Hijacked

ufmg01 neu01 /23 366 364 (99.45%) 102485 102473 (99.98%)
ufmg01 neu01 /24 367 169 (46.04%) 102893 42988 (41.77%)
ufmg01 amsterdam01 /23 369 391 (105.96%) 102766 102754 (99.98%)
ufmg01 amsterdam01 /24 366 313 (85.51%) 102916 62263 (60.49%)
ufmg01 vtrseoul /23 365 361 (98.90%) 102667 102655 (99.98%)
ufmg01 vtrseoul /24 365 148 (40.54%) 102784 33742 (32.82%)
ufmg01 vtrjohannesburg /23 367 382 (104.08%) 102500 102488 (99.98%)
ufmg01 vtrjohannesburg /24 365 220 (60.27%) 102603 43723 (42.61%)

Table 13: Impact of /23 or /24 prefix length for original announcement on ufmg01 as
victim. Hijack announcement uses a /24 prefix.

In these scenarios, ufmg01 would remain vulnerable to prefix hijacks even when not
using prepends and announcing a /24 prefix. As such, any use of ITE by ufmg01 may
increase its vulnerability.

6.2.4 VtrJohannesburg as Victim

In this scenario, the mux located in Johannesburg results in only 26.5% of monitors
being hijacked when the attacker is neu01. For other configurations where the victim
announces a /24 prefix, the impact is lower than that observed for ufmg01. However, it
does not reach the same level of resilience as amsterdam01, which still allows 83.64% of
control-plane monitors to be hijacked, although only 57.66% of data-plane targets.

6.2.5 VtrSeoul as Victim

The mux located in Seoul shows results similar to ufmg01, as presented in Table 152.
In almost every configuration, more than 50% of control-plane monitors were hijacked,
although against neu01 the results were better than those of ufmg01.

2Experiment configuration vtrseoul vs. amsterdam01 with the victim propagating a /24 prefix failed to
gather results for the data plane.
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Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Victim Prefix Length Total Hijacked Total Hijacked

vtrjohannesburg neu01 /23 381 365 (95.80%) 102773 102772 (99.99%)
vtrjohannesburg neu01 /24 381 101 (26.50%) 102872 42327 (41.14%)
vtrjohannesburg ufmg01 /23 381 365 (95.80%) 103034 103033 (99.99%)
vtrjohannesburg ufmg01 /24 380 153 (40.26%) 102990 60638 (58.87%)
vtrjohannesburg vtrseoul /23 381 363 (95.27%) 102927 102926 (99.99%)
vtrjohannesburg vtrseoul /24 380 119 (31.31%) 103039 34081 (33.07%)
vtrjohannesburg amsterdam01 /23 379 384 (101.31%) 102942 102941 (99.99%)
vtrjohannesburg amsterdam01 /24 379 317 (83.64%) 102936 59361 (57.66%)

Table 14: Impact of /23 or /24 prefix length for original announcement on vtrjohannesburg
as victim. Hijack announcement uses a /24 prefix.

Data-plane targets exhibited behavior similar to control-plane monitors. The only ex-
ception occurred during measurements with a /24 prefix and amsterdam01 as the attacker,
where a failure prevented complete results.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Victim Prefix Length Total Hijacked Total Hijacked

vtrseoul neu01 /23 363 364 (100.27%) 102657 102657 (100.0%)
vtrseoul neu01 /24 363 129 (35.53%) 102857 42997 (41.80%)
vtrseoul ufmg01 /23 362 366 (101.10%) 102794 102794 (100.0%)
vtrseoul ufmg01 /24 363 219 (60.33%) 102748 66743 (64.95%)
vtrseoul amsterdam01 /23 364 392 (107.69%) 102874 102874 (100.0%)
vtrseoul amsterdam01 /24 363 328 (90.35%) * * (*%)
vtrseoul vtrjohannesburg /23 362 380 (104.97%) 102491 102491 (100.0%)
vtrseoul vtrjohannesburg /24 363 244 (67.21%) 102430 61762 (60.29%)

Table 15: Impact of /23 or /24 prefix length for original announcement on vtrseoul as
victim. Hijack announcement uses a /24 prefix.

Although both the Seoul and Johannesburg muxes are within Vultr, we observe differ-
ent results in terms of prefix hijack impact. This may be due to geographic and topological
differences between the two sites. Seoul is another example of a mux that remains vulner-
able to hijacks even when not using ITE and announcing a /24 prefix. A better-connected
AS, such as amsterdam01, can still cause severe impacts even if vtrseoul takes no action
that negatively affects its security.

6.2.6 Theoretical Impact

Table 16 summarizes the results for amsterdam01, the best-performing mux, when it
announces a /23 prefix and is the victim of hijacks with /24 prefixes. Considering the
case of amsterdam01 versus neu01, we observed 13 targets that were not affected by the
hijack. Of these, 6 belong to the intersection set, while 7 are included in the affected ASes
set. This suggests that the ASes containing those 7 targets may have been misclassified
and should instead fall within either the unaffected set or the intersection set.

This discrepancy could be due to the number of RIS Live monitors being insufficient
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Experiment Configuration Control Plane
Origin Hijacker Victim Prefix Length Total Unaffected Intersection Affected

amsterdam01 neu01 /23 73218 358 9301 63559
amsterdam01 ufmg01 /23 74297 339 9322 64636
amsterdam01 vtrseoul /23 73133 358 9249 63526
amsterdam01 vtrjohannesburg /23 74297 333 8044 65920

Table 16: Control plane cone impact, amsterdam01 as the victim announces a /23 prefix.
Hijack announcement uses a /24 prefix.

to provide full visibility of the Internet topology regarding AS cones. When we observe
the data plane targets, we also see another discrepancy: 147 targets that were hijacked are
only seen in the cone of RIS Live monitors that were not hijacked.

These results again exemplify what was seen in the theoretical impact of the prepend
experiments. There is either insufficient RIS Live coverage or relationships between ASes
that are not publicly known or observable.

Experiment Configuration Data Plane Safe Data Plane Hijacked
Origin Hijacker Victim Prefix Length Unaffected Intersection Affected Unaffected Intersection Affected

amsterdam01 neu01 /23 0 6 7 147 5357 33266
amsterdam01 ufmg01 /23 0 7 5 141 5431 33694
amsterdam01 vtrseoul /23 0 1 5 147 5392 33268
amsterdam01 vtrjohannesburg /23 0 1 2 140 4722 34291

Table 17: Data plane cone impact, amsterdam01 as the victim announces a /23 prefix.
Hijack announcement uses a /24 prefix.

6.2.7 Key Findings on Prefix Length

The impact of prefix hijacking is strongly influenced by prefix length. When the at-
tacker uses a prefix of equal length to the victim’s announcement, the outcome is largely
determined by connectivity. While announcing only /24 prefixes may provide greater
resilience against more specific hijacks, this practice increases the size of routing tables
and imposes additional workload on network operators, making large-scale adoption im-
practical. Moreover, prefixes shorter than /24 remain particularly vulnerable to hijacks
performed with longer, more specific prefixes.

It is also important to note that even announcing a prefix as a /24 does not guarantee
protection. The results observed for the prepend technique with a prepend count of zero
also apply in scenarios where the attacker and victim use prefixes of equal prefix length.

6.3 Selective Announcements and Connectivity

We conducted measurements using the selective announcement technique, as de-
scribed in Subsection 4.2.3. Due to limitations in PEERING’s connectivity, each mux

offers different peering options. Among them, amsterdam01 has the largest number of
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peers and was therefore chosen as the single victim in these experiments. Other muxes,
with fewer selective announcement options, were not used as victims but still participated
as attackers.

In this configuration, both victim and attacker used prefixes of equal length, with no
prepending applied. Selective announcements were directed to specific peers: AMS-IX
(Amsterdam Internet Exchange), Bit BV, and Coloclue. Experiments were conducted
with different combinations of these peers, for instance, announcing to AMS-IX and Bit
BV simultaneously.

The results, summarized in Table 18, reveal that limiting announcements exclusively
to IXPs significantly reduces the visibility of the victim’s prefix. In one case, only 18
monitors observed the announcement. This reduced visibility amplifies the impact of a
prefix hijack, since for most monitors the attacker’s announcement is the only one visible.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Peers/IX Total Hijacked Total Hijacked

amsterdam01 neu01 AMS-IX 18 345 (N/A) 1162 619 (53.27%)
amsterdam01 neu01 Bit BV 371 65 (17.52%) 98872 21726 (21.97%)
amsterdam01 neu01 AMS-IX, Bit BV 371 65 (17.52%) 98939 21853 (22.08%)
amsterdam01 neu01 Coloclue, Bit BV 386 63 (16.32%) 98794 21681 (21.94%)
amsterdam01 neu01 AMS-IX, Coloclue, Bit BV 386 65 (16.83%) 98779 21818 (22.08%))
amsterdam01 neu01 Coloclue 391 39 (9.97%) 98884 20967 (21.20%)
amsterdam01 neu01 AMS-IX, Coloclue 391 39 (9.97%) 98716 20980 (21.25%)

Table 18: Selective announcement results with amsterdam01 as victim.

Considering neu01 as the attacker, we observe that announcing only to Coloclue yields
better results than announcing only to Bit BV. Announcing only to Coloclue, 391 monitors
responded to the original announcement, and only 39 (9.97%) were hijacked, compared to
371 monitors and 65 hijacked (17.52%) when announcing to a subset that contains Bit BV
and excludes Coloclue. Contrary to expectations, announcing to all three peers (AMS-IX,
Bit BV, and Coloclue) did not improve security compared to excluding Bit BV from the
set: only 386 monitors responded to the original announcement, while 65 (16.83%) were
hijacked. These results show that increasing the number of neighbors does not necessarily
reduce the impact of a hijack.

This behavior could be the result of local preference or routing policies along the AS
path, demonstrating that the number of neighbors does not directly correlate with secu-
rity. In fact,relying on a single neighbor provided better results than using two neighbors
and an IXP. showing the characteristics of the neighbors can influence the hijack impact.
Therefore, ASes must consider not only the number of neighbors they maintain but also
the routing policies of those neighbors when evaluating potential benefits. While main-
taining multiple peering agreements may increase operational costs, in some cases, it can
also strengthen security.
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6.3.1 Key Findings on Selective Announcements

Connectivity is a critical aspect of AS operations, and in the event of a prefix hijack,
the set of connections a victim maintains influences the impact. Our results show that the
number of connections does not directly correlate with security. Instead, other factors—
such as the behavior of neighboring ASes and local preference policies along the AS
path—play a decisive role.

For instance, when announcing to a specific subset of neighbors results in a longer AS
path, the effect can resemble that of AS path prepending. As demonstrated in the prepend
experiments, such changes may determine whether an announcement remains relatively
safe or whether traffic is entirely diverted to the hijacker.



7 MITIGATION

In the event of a prefix hijack, the primary objective of the victim is to reduce or
eliminate its impact. To this end, several mitigation strategies can be employed, often
by modifying how the prefix is announced to the rest of the Internet. In this chapter, we
discuss mitigation options in the context of the traffic engineering techniques analyzed in
the previous chapters.

7.1 Techniques

The impact of a prefix hijack depends on the number of ASes that accept the hijacker’s
announcement, which occurs when the announcement is selected as the best route accord-
ing to BGP decision criteria. As shown in Chapter 6, attackers can exploit victims that rely
on Internet Traffic Engineering (ITE), since such techniques may influence the severity of
a hijack.

Victims, in turn, can attempt to mitigate the event by removing the use of ITE or
by adopting alternative techniques to recover traffic. To evaluate this, we extend our
experiments with an additional step:

Mitigation Announcement: The victim initiates a mitigation attempt, referred to as
the mitigation announcement. In this stage, the victim announces more specific prefixes
than in the original announcement, aiming to reduce the impact of the hijack. Measure-
ments and data collection are again performed in both the control plane and the data plane.

The most effective mitigation strategy for a victim mirrors that of an attacker: an-
nouncing a longer prefix than the other party, provided the attacker is not already using
a /24 prefix. However, since prefixes more specific than /24 are often filtered, mitigation
using a prefix of equal length to the hijack announcement will rely on local preference and
AS path length to influence route selection. While this approach can reduce the impact—
as shown in Table 19—it does not guarantee full traffic recovery.

Another possible mitigation step is to remove prepends. In the case of amsterdam01

vs. neu01, the impact of using three prepends compared to zero prepends was 40.09%
of the monitors, as shown in Table 20. Removing prepends is therefore only partially
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Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Victim Prefix Length Total Hijacked Recovered Total Hijacked Recovered

amsterdam01 neu01 /23 391 364 (93.09%) 295 (81.04%) 102631 102600 (99.96%) 73270 (71.39%)
amsterdam01 ufmg01 /23 390 365 (93.58%) 264 (72.32%) 103050 103019 (99.96%) 62746 (60.88%)
amsterdam01 vtrseoul /23 390 362 (92.82%) 286 (79.00%) 102983 102963 (99.98%) 78777 (76.49%)
amsterdam01 vtrjohannesburg /23 389 380 (97.68%) 250 (67.78%) 102801 102785 (99.98%) 59558 (57.93%)

Table 19: Results for amsterdam01 as the victim while it uses a /23 prefix and mitigates
with a /24. The attacker in this scenario using a /24 prefix.

effective: it is unlikely to recover all traffic but can help reduce the damage.
If announcing a longer prefix than the attacker is not feasible, the victim may resort

to announcing a prefix of equal length and removing all prepends. In the best case ob-
served in our experiments, amsterdam01 vs. neu01, 14.57% of the monitors would still
be hijacked even after this mitigation attempt.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

amsterdam01 neu01 0 391 57 (14.57%) 100171 19609 (19.57%)
amsterdam01 neu01 3 386 211 (54.66%) 99916 78831 (78.89%)
amsterdam01 ufmg01 0 391 92 (23.52%) 100180 32642 (32.58%)
amsterdam01 ufmg01 3 389 240 (61.69%) 100161 84170 (84.03%)
amsterdam01 vtrseoul 0 392 69 (17.60%) 99904 20379 (20.39%)
amsterdam01 vtrseoul 3 387 261 (67.44%) 100116 88473 (88.37%)
amsterdam01 vtrjohannesburg 0 392 117 (29.84%) 100175 34229 (34.16%)
amsterdam01 vtrjohannesburg 3 392 336 (85.71%) 99904 93529 (93.61%)

Table 20: Prepend results for amsterdam01 as the victim while it uses 0, 1, 2 or 3 prepends.

The last ITE technique that can be employed — or removed as a countermeasure — is
selective announcements. As shown in Chapter 6, the choice of which neighbors receive
the prefix announcement directly influences the impact of a prefix hijack.

In the case of amsterdam01, announcing to both ASes and the IXP resulted in a worse
outcome than announcing to a single AS, as shown in Table 21. This indicates that, in
some scenarios, an AS can use selective announcements to reduce the impact of a hijack.
However, this approach may also increase operational costs, depending on the agreements
established with each peer.

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Peers/IX Total Hijacked Total Hijacked

amsterdam01 neu01 Coloclue 391 39 (9.97%) 98884 20967 (21.20%)
amsterdam01 neu01 Bit BV 371 65 (17.52%) 98872 21726 (21.97%)
amsterdam01 neu01 Coloclue, Bit BV 386 63 (16.32%) 98794 21681 (21.94%)

Table 21: Result of selective announcement experiments where amsterdam01 is the vic-
tim, considering only Bit BV and Coloclue.

Takeaway: Although ITE provides viable mitigation options, our experiments show
that when the attacker and victim use the same prefix length, mitigation does not fully
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eliminate the impact. Thus, ITE techniques — such as removing prepends or adjusting
selective announcements — can help reduce the severity of a hijack but cannot guarantee
full recovery. The most effective scenario occurs when the victim can announce a prefix
longer than that of the attacker. As such, a network operator should:

• Announce a longer prefix than the attacker, or at least the same length;

• Remove prepends from announcements.



8 IMPACTED ASES

In this chapter, we focus on ASes that accepted the hijack announcements. We define
any AS that is neither the victim nor the attacker but selects the hijacker’s route as an
impacted AS. Section 8.1 discusses the propagation time of a hijack within impacted ASes,
while Section 8.2 examines how topological distance to the victim and attacker influences
the hijack’s outcome.

8.1 Attack Propagation

When a BGP announcement occurs, it takes time to propagate across other ASes.
This delay not only shows how long a prefix takes to become visible but also defines how
quickly a hijack takes effect and how quickly operators must apply mitigation techniques.
Understanding this process is essential to assessing how fast impacted ASes divert their
traffic from the victim to the attacker.

In our experiments, we allowed announcements to propagate for 15 minutes before
starting the data-plane measurements. Most monitors received and responded to an-
nouncements within 5 minutes. For instance, in the scenario of amsterdam01 versus
ufmg01, shown in Figure 16, both the victim and the attacker announcements reached
all RIS Live monitors in around 3 minutes after the annoucement was first made.

Considering that RIS Live includes approximately 400 monitors, it does not capture
the behavior of all ASes on the Internet. Nevertheless, it provides valuable insight into
how announcements propagate. In this case, any mitigation attempt that seeks to prevent
the attacker from spreading the hijack announcement must occur as quickly as possible—
ideally within 3 minutes.

Takeaway: Extrapolating this result as the time it takes for an announcement to prop-
agate to all ASes shows that real-time mitigation tactics are required. Mitigation attempts
under 5 minutes since the beginning of the attack can also prevent the attacker from ac-
quiring all possible targets.
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Figure 16: amsterdam01 vs. ufmg01. In this scenario, the announcements propagate to
all monitors in around 3 minutes.

8.2 Distance and Local Preference

An impacted AS may accept a hijack announcement due to its distance from the vic-
tim, which can be measured either topologically (number of hops in the AS path) or
geographically. In BGP route selection, shorter AS paths are generally preferred. Con-
sequently, an AS that is topologically closer to the victim is less likely to accept the
hijacker’s announcement than one located farther away.

We observed this behavior in the prepend experiments, where increasing the prepend
size caused more monitors to be hijacked. To analyze this effect further, we examine the
path lengths of both the victim and the attacker for the monitors that accepted the hijack,
in order to determine how many cases can be explained by differences in AS path length.

Experiment Configuration Hijacker Path Size
Origin Hijacker Prepend Size Shorter Equal Longer

amsterdam01 neu01 0 21 18 18
amsterdam01 neu01 3 200 6 5
amsterdam01 ufmg01 0 35 44 13
amsterdam01 ufmg01 3 233 3 4
amsterdam01 vtrseoul 0 12 41 16
amsterdam01 vtrseoul 3 246 1 14
amsterdam01 vtrjohannesburg 0 42 44 31
amsterdam01 vtrjohannesburg 3 326 0 10

neu01 amsterdam01 0 254 49 45
neu01 amsterdam01 3 340 0 32

Table 22: Comparison between victim announcement AS path size to the hijacker AS
path size in the event of a successful hijack during prepend experiments.
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In Table 22, we observe that several monitors were hijacked because the attacker of-
fered a shorter AS path than the victim. In the scenario where neu01 was the victim, most
hijacked monitors selected the attacker even without the use of prepending, indicating that
the longer AS path of the victim played a decisive role.

It is important to note, however, that some monitors still selected the hijacker’s an-
nouncement even when the attacker’s AS path was longer. This behavior can be explained
either by local preference policies applied by ASes along the path. Looking at neu01

again, we can see that, without using prepends, 45 monitors were affected by the hijack
from amsterdam01 due to local preference, since both the attacker and victim announced
prefixes of equal lengths.

Takeaway: Although topological distance does impact the chance of an AS accepting
a hijack announcement instead of keeping the route to the victim, we can also observe
that local preference in the AS paths will also be a factor that can minimize or amplify the
effects of a hijack.



9 CURRENT SCENARIO

Building on the results presented in Chapter 6, we now examine the current state of
BGP announcements to assess their potential vulnerability to prefix hijacking. Section 9.1
details the methodology and criteria used in this analysis.

9.1 Methodology

To determine whether a part of the address space is vulnerable to a hijack, we must
first define the characteristics to be evaluated.

For the prepend technique, we base our analysis on the best-case scenario observed in
our experiments, with amsterdam01 as the victim, and extrapolate the susceptibility of the
address space to hijacks. We adopt the lowest prepend value seen in the RIB. For example,
if an AS announces the same prefix with prepends to one neighbor but without prepends
to another, we classify the prefix as having no prepends. We classify announcements as
follows:

• 0 or 1 prepends are considered safe;

• 2 prepends are considered at risk;

• 3 or more prepends are considered not safe.

For prefix length, we classify a /24 prefix as safe and a /23 prefix as at risk, since a
/24 attack is possible, but disaggregating a /23 requires less effort than attacking shorter
prefixes. Prefixes shorter than /23 are classified as not safe.

For connectivity, we again use amsterdam01 as a reference, since it consistently
showed the strongest resilience both as a victim and as an attacker in our experiments.
With two transit ASes, we consider two neighbors (either providers or peers) as the mini-
mum threshold for being classified as safe.

We classify the safety of each announcement based on the worst outcome among the
three criteria. For example, an AS that propagates a /24 prefix with strong connectivity
will still be marked as at risk if it uses 2 prepends. Similarly, we classify a prefix as not

safe if it is announced as a /20, even when no prepends are used.
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To perform this analysis, we disaggregate all prefixes observed in the RIB into /24s.
This approach allows us to evaluate what portion of the address space falls into the cate-
gories of safe, at risk, or not safe. We base our analysis on a snapshot collected on July
12, 2025, at 12:00:00 UTC, using the RouteViews collector 2nd SAOPAULO [41].

9.2 Results

First, we analyze the results for each case separately: the use of prepends in the ad-
dress space, the number of peers or providers, and the prefix length. We then combine
these dimensions to present the intersection of results, providing an overview of the cur-
rent state of the address space.

9.2.1 Prepend Usage

Considering prepend usage in the observed address space, we obtained positive re-
sults, as shown in Figure 17a. Considering the snapshot used, the majority of the address
space is announced without prepends or with only a single prepend. Only 3.4% of the
address space falls into the at risk category due to the use of two prepends, while 5.5% is
classified as not safe.

9.2.2 Peers and Providers

When analyzing the number of peers and providers for each AS originating a prefix,
the results indicate that most ASes are on par with, or better than, amsterdam01, as shown
in Figure 17c. In total, 82.9% of the address space originates from ASes with at least two
peers or providers, which we classify as safe in this regard.

A small fraction of the address space (less than 0.1%) originates from ASes not listed
in the ASRank API. We mark these as No data and classify them as not safe. Furthermore,
17.1% of the address space is announced by ASes with only a single peer or provider,
which we also classify as not safe.

9.2.3 Prefix Length

The results for prefix length are less favorable. While we must reiterate the operational
challenges of disaggregating prefixes, the analysis shows that most of the address space
is not announced as /24, as illustrated in Figure 17b.

Only 5.2% of the address space is covered by /24 announcements and 1.4% by /23.
Consequently, the vast majority (93.3%) of the address space remains vulnerable to hi-
jacks using longer, more specific prefixes.

This behavior stands out compared to the other results and highlights a key vulnera-
bility that adversaries could exploit. Although operational costs and practical challenges
may render solutions to this issue difficult to implement, hijacks using more specific pre-
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(a) Prepend usage in address space. (b) Prefix Length in the address space.

(c) Number of Peers/Providers in the address
space.

(d) Security of the address space.

Figure 17: amsterdam01 as victim while using selective announcement. neu01 as attacker.
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fixes remain the most straightforward vector for malicious networks.

9.2.4 The Address Space Safety

When we intersect the characteristics of the address space, we can classify it into
portions that are safe, at risk, or not safe, based on the use of prepends, the number of
peers and providers, and the prefix length. Figure 17d shows that the majority of the
address space remains vulnerable to prefix hijacks.

This metric is driven primarily by the prefix length results, with 94.4% of the address
space classified as not safe by at least one criterion. Only 4.2% of the address space can
be considered safe, given the thresholds defined and the collector used in this study.



10 FINAL REMARKS

In this chapter, we revisit the research questions, link them with the experimental re-
sults, state our final considerations, and outline possible directions for future research. We
also highlight the contributions achieved during this work and list the related publications
authored or co-authored by the researcher.

10.1 Revisiting Research Questions

(RQ1) How do different traffic engineering practices affect the impact of a prefix hijack?

Our experiments show that traffic engineering practices can significantly alter the im-
pact of prefix hijacks. Prepending, in particular, increases the likelihood of hijacks by ar-
tificially lengthening AS paths, with more vulnerable ASes being heavily impacted even
at small prepend sizes. The use of prefixes longer than the victim’s is consistently effec-
tive for hijacking. Selective announcements, in turn, demonstrate that security depends
not only on the number of neighbors but also on their routing policies. As such, prepend
values above two should generally be avoided, and although disaggregation to /24 offers
better protection, it introduces operational challenges such as larger routing tables and
increased management workload.

(RQ2 and RQ3) Which characteristics of the victim and attacker influence the outcome of

a hijack?

Connectivity emerges as the decisive factor. Well-connected ASes, such as amster-

dam01, can mitigate the effects of prepending and selective announcements, while poorly
connected ASes, such as neu01, remain vulnerable even without prepends. On the at-
tacker’s side, strong connectivity amplifies the impact of hijacks, allowing them to quickly
dominate route selection. We also observed that restricting announcements to a carefully
chosen subset of neighbors can sometimes improve security, indicating that peering qual-
ity and policies of connections matter more than their absolute number.
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(RQ4) What leads an AS to accept a hijack announcement?

Most hijacked ASes preferred the attacker’s route due to shorter AS paths, especially
when the victim employed prepending. However, we also observed hijacks being ac-
cepted even when the attacker’s path was longer. In these cases, BGP’s longest-prefix
matching does not apply (since prefix length was equal), which suggests that local prefer-

ence policies drove route selection. This highlights how AS-level policies, beyond basic
BGP rules, can both amplify or mitigate the effects of hijacks.

(RQ5) Based on these results, what is the current state of traffic engineering employment

on the Internet, and its possible impact on security?

Traffic engineering remains widely used to optimize costs and performance, but it
creates non-negligible risks. Our analysis indicates that 94.4% of the IPv4 address space
is vulnerable to hijacks, primarily due to the prevalence of prefixes longer than /24 and
the effects of prepending. Since hijacks can propagate in under five minutes, mitigation
tactics must be applied rapidly to be effective. Operators should weigh the benefits of
ITE against these security risks, perhaps applying stricter protection measures only to the
most critical prefixes.

10.2 Future Research Directions

This work opens several avenues for further research. First, we plan to expand the
experiments to IPv6 in order to assess whether differences in protocol characteristics and
network topology produce distinct results for each traffic-engineering technique. Par-
ticular attention must be given to the fact that PEERING muxes may present different
connectivity properties for IPv4 and IPv6, which could influence the outcomes.

Second, we intend to enrich the data-plane analysis by capturing both incoming and
outgoing packets, allowing us to compute round-trip times (RTT). This extension would
enable us to evaluate whether hijack events conducted through PEERING introduce mea-
surable latency differences. Moreover, it would allow us to examine correlations between
RTT values and the likelihood of targets accepting hijack announcements.

A third line of investigation involves exploring the role of RPKI adoption and vali-
dation. By manipulating PEERING Route Origin Authorizations (ROAs), we can design
announcements that should be protected by RPKI and evaluate to what extent current de-
ployments reduce hijack impact. Such experiments would provide empirical evidence of
RPKI’s effectiveness in mitigating real-world attacks.

Finally, we aim to consolidate and extend the analyses presented here with the goal of
submitting the results to major venues in 2025, such as the Passive and Active Measure-

ment Conference (PAM) or the Internet Measurement Conference (IMC).
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Contributions

This research produced several contributions that advance the understanding of traffic
engineering and hijack dynamics:

• PEERING infrastructure improvements: Our experiments helped identify and
solve issues with the Vultr muxes, revealed potential difficulties in using Vultr BGP
communities through PEERING, and uncovered an anomaly in the ufmg01 mux.
These findings enable future research to progress without facing the same limita-
tions.

• Knowledge transfer to the community: We contributed to capacity building by
delivering an online presentation hosted by the Brazilian Network Information Cen-
tre (NIC.br), demonstrating how to use PEERING and RIS Live to assess the impact
of Internet Traffic Engineering (ITE) on hijack events [26].

• Theoretical impact analysis: By investigating the theoretical impact of prepend
experiments, we observed networks that, according to RIS Live monitors, should
not have been affected but nevertheless accepted the hijack. This result highlights
the limitations of RIS Live’s visibility and reinforces the importance of integrating
additional data sources to achieve broader and more reliable coverage.
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Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

amsterdam01 neu01 0 391 57 (14.57%) 100171 19609 (19.57%)
amsterdam01 neu01 1 390 128 (32.82%) 99878 50246 (50.30%)
amsterdam01 neu01 2 393 186 (47.32%) 99918 71538 (71.59%)
amsterdam01 neu01 3 386 211 (54.66%) 99916 78831 (78.89%)
amsterdam01 ufmg01 0 391 92 (23.52%) 100180 32642 (32.58%)
amsterdam01 ufmg01 1 390 161 (41.28%) 100007 60404 (60.39%)
amsterdam01 ufmg01 2 388 219 (56.44%) 99752 80739 (80.93%)
amsterdam01 ufmg01 3 389 240 (61.69%) 100161 84170 (84.03%)
amsterdam01 vtrseoul 0 392 69 (17.60%) 99904 20379 (20.39%)
amsterdam01 vtrseoul 1 389 166 (42.67%) 99875 57586 (57.65%)
amsterdam01 vtrseoul 2 390 243 (62.30%) 100036 85256 (85.22%)
amsterdam01 vtrseoul 3 387 261 (67.44%) 100116 88473 (88.37%)
amsterdam01 vtrjohannesburg 0 392 117 (29.84%) 100175 34229 (34.16%)
amsterdam01 vtrjohannesburg 1 390 240 (61.53%) 99827 64593 (64.70%)
amsterdam01 vtrjohannesburg 2 378 318 (84.12%) 99876 89523 (89.63%))
amsterdam01 vtrjohannesburg 3 392 336 (85.71%) 99904 93529 (93.61%)

neu01 amsterdam01 0 363 348 (95.86%) 99786 72218 (72.37%)
neu01 amsterdam01 1 363 374 (103.03%) 99573 87131 (87.50%))
neu01 amsterdam01 2 361 371 (102.77%) 99536 88874 (89.28%)
neu01 amsterdam01 3 360 372 (103.33%) 99629 89047 (89.37%)
neu01 ufmg01 0 363 187 (51.51%) 99690 52711 (52.87%)
neu01 ufmg01 1 361 350 (96.95%) 99507 94490 (94.95%)
neu01 ufmg01 2 361 349 (96.67%) 99698 94723 (95.00%)
neu01 ufmg01 3 358 349 (97.48%) 99583 94609 (95.00%)
neu01 vtrseoul 0 363 237 (65.28%) 99640 48552 (48.72%)
neu01 vtrseoul 1 361 314 (86.98%) 99656 81614 (81.89%)
neu01 vtrseoul 2 360 348 (96.66%) 99599 88606 (88.96%)
neu01 vtrseoul 3 361 351 (97.22%) 99636 89293 (89.61%)
neu01 vtrjohannesburg 0 362 273 (75.41%) 99475 55170 (55.46%)
neu01 vtrjohannesburg 1 361 366 (101.38%) 99487 94468 (94.95%)
neu01 vtrjohannesburg 2 361 366 (101.38%) 99384 94397 (94.98%)
neu01 vtrjohannesburg 3 360 367 (101.94%) 83721 78716 (94.02%)

ufmg01 neu01 0 362 157 (43.37%) 99733 39768 (39.87%)
ufmg01 neu01 1 364 285 (78.29%) 99772 79586 (79.76%)
ufmg01 neu01 2 363 315 (86.77%) 99793 86669 (86.84%)
ufmg01 neu01 3 364 319 (87.63%) 99816 88291 (88.45%)
ufmg01 amsterdam01 0 362 310 (85.63%) 99835 60619 (60.71%)
ufmg01 amsterdam01 1 363 349 (96.14%) 99752 81572 (81.77%)
ufmg01 amsterdam01 2 364 361 (99.17%) 99782 83813 (83.99%)
ufmg01 amsterdam01 3 363 361 (99.44%) 99767 84605 (84.80%)
ufmg01 vtrseoul 0 362 152 (41.98%) 99834 32995 (33.04%)
ufmg01 vtrseoul 1 364 291 (79.94%) 99859 55684 (55.76%)
ufmg01 vtrseoul 2 363 326 (89.80%) 99736 86501 (86.72%)
ufmg01 vtrseoul 3 363 327 (90.08%) 99791 82174 (82.34%)
ufmg01 vtrjohannesburg 0 362 212 (58.56%) 99580 26832 (26.94%)
ufmg01 vtrjohannesburg 1 364 338 (92.85%) 99687 62121 (62.31%)
ufmg01 vtrjohannesburg 2 363 346 (95.31%) 99587 88632 (88.99%)
ufmg01 vtrjohannesburg 3 362 351 (96.96%) 99665 89611 (89.91%)

Table 23: Results in the data and control plane using 0, 1, 2 or 3 prepends
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Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Prepend Size Total Hijacked Total Hijacked

vtrseoul neu01 0 364 117 (32.14%) 99993 37739 (37.74%)
vtrseoul neu01 1 364 222 (60.98%) 96658 69131 (71.52%)
vtrseoul neu01 2 365 270 (73.97%) 99973 83221 (83.24%)
vtrseoul neu01 3 363 271 (74.65%) 99887 83978 (84.07%)
vtrseoul ufmg01 0 363 209 (57.57%) 100102 61962 (61.89%)
vtrseoul ufmg01 1 364 269 (73.90%) 99914 82363 (82.43%)
vtrseoul ufmg01 2 365 288 (78.90%) 99913 85316 (85.39%)
vtrseoul ufmg01 3 363 284 (78.23%) 99929 85521 (85.58%)
vtrseoul amsterdam01 0 364 335 (92.03%) 100173 74981 (74.85%)
vtrseoul amsterdam01 1 363 353 (97.24%) 100043 89601 (89.56%)
vtrseoul amsterdam01 2 365 363 (99.45%) 99967 90143 (90.17%)
vtrseoul amsterdam01 3 362 359 (99.17%) 99813 90074 (90.24%)
vtrseoul vtrjohannesburg 0 363 241 (66.39%) 99608 56957 (57.18%)
vtrseoul vtrjohannesburg 1 364 338 (92.85%) 99777 89763 (89.96%)
vtrseoul vtrjohannesburg 2 365 350 (95.89%) 99831 92276 (92.43%)
vtrseoul vtrjohannesburg 3 363 348 (95.86%) 99624 92318 (92.66%)

vtrjohannesburg neu01 0 377 107 (28.38%) 99941 41520 (41.54%)
vtrjohannesburg neu01 1 379 173 (45.64%) 99840 63519 (63.62%)
vtrjohannesburg neu01 2 378 200 (52.91%) 99885 69876 (69.95%)
vtrjohannesburg neu01 3 379 204 (53.82%) 99604 70769 (71.05%)
vtrjohannesburg ufmg01 0 378 153 (40.47%) 99985 54377 (54.38%)
vtrjohannesburg ufmg01 1 379 217 (57.25%) 99806 71531 (71.67%)
vtrjohannesburg ufmg01 2 380 236 (62.10%) 99894 74927 (75.00%)
vtrjohannesburg ufmg01 3 380 241 (63.42%) 99834 84834 (84.97%)
vtrjohannesburg vtrseoul 0 379 118 (31.13%) 99996 33581 (33.58%)
vtrjohannesburg vtrseoul 1 379 196 (51.71%) 99912 60838 (60.89%)
vtrjohannesburg vtrseoul 2 378 249 (65.87%) 99884 68802 (68.88%)
vtrjohannesburg vtrseoul 3 378 252 (66.66%) 99879 71159 (71.24%)
vtrjohannesburg amsterdam01 0 378 312 (82.53%) 99974 59130 (59.14%)
vtrjohannesburg amsterdam01 1 379 347 (91.55%) 99803 72787 (72.93%)
vtrjohannesburg amsterdam01 2 379 349 (92.08%) 99815 74598 (74.73%)
vtrjohannesburg amsterdam01 3 379 351 (92.61%) 99205 74711 (75.30%)

Table 24: Results in the data and control plane using 0, 1, 2 or 3 prepends.
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(a) vs. neu01 - prepend 0 (b) vs. ufmg01 - prepend 0

(c) vs. vtrjohannesburg - prepend 0 (d) vs. vtrseoul - prepend 0

(e) vs. neu01 - prepend 1 (f) vs. ufmg01 - prepend 1

(g) vs. vtrjohannesburg - prepend 1 (h) vs. vtrseoul - prepend 1

Figure 18: amsterdam01 as victim with 0 and 1 prepends.



77

(a) vs. neu01 - prepend 2 (b) vs. ufmg01 - prepend 2

(c) vs. vtrjohannesburg - prepend 2 (d) vs. vtrseoul - prepend 2

(e) vs. neu01 - prepend 3 (f) vs. ufmg01 - prepend 3

(g) vs. vtrjohannesburg - prepend 3 (h) vs. vtrseoul - prepend 3

Figure 19: amsterdam01 as victim with 2 and 3 prepends.
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(a) vs. amsterdam01 - prepend 0 (b) vs. ufmg01 - prepend 0

(c) vs. vtrjohannesburg - prepend 0 (d) vs. vtrseoul - prepend 0

(e) vs. amsterdam01 - prepend 1 (f) vs. ufmg01 - prepend 1

(g) vs. vtrjohannesburg - prepend 1 (h) vs. vtrseoul - prepend 1

Figure 20: neu01 as victim with 0 and 1 prepends.



79

(a) vs. amsterdam01 - prepend 2 (b) vs. ufmg01 - prepend 2

(c) vs. vtrjohannesburg - prepend 2 (d) vs. vtrseoul - prepend 2

(e) vs. amsterdam01 - prepend 3 (f) vs. ufmg01 - prepend 3

(g) vs. vtrjohannesburg - prepend 3 (h) vs. vtrseoul - prepend 3

Figure 21: neu01 as victim with 2 and 3 prepends.
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(a) vs. amsterdam01 - prepend 0 (b) vs. neu01 - prepend 0

(c) vs. vtrjohannesburg - prepend 0 (d) vs. vtrseoul - prepend 0

(e) vs. amsterdam01 - prepend 1 (f) vs. neu01 - prepend 1

(g) vs. vtrjohannesburg - prepend 1 (h) vs. vtrseoul - prepend 1

Figure 22: ufmg01 as victim with 0 and 1 prepends.
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(a) vs. amsterdam01 - prepend 3 (b) vs. neu01 - prepend 3

(c) vs. vtrjohannesburg - prepend 3 (d) vs. vtrseoul - prepend 3

(e) vs. amsterdam01 - prepend 4 (f) vs. neu01 - prepend 4

(g) vs. vtrjohannesburg - prepend 4 (h) vs. vtrseoul - prepend 4

Figure 23: ufgm01 as victim with 2 and 3 prepends.
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(a) vs. amsterdam01 - prepend 0 (b) vs. neu01 - prepend 0

(c) vs. ufmg01 - prepend 0 (d) vs. vtrseoul - prepend 0

(e) vs. amsterdam01 - prepend 1 (f) vs. neu01 - prepend 1

(g) vs. ufmg01 - prepend 1 (h) vs. vtrseoul - prepend 1

Figure 24: vtrjohannesburg as victim with 0 and 1 prepends.
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(a) vs. amsterdam01 - prepend 2 (b) vs. neu01 - prepend 2

(c) vs. ufmg01 - prepend 2 (d) vs. vtrseoul - prepend 2

(e) vs. amsterdam01 - prepend 3 (f) vs. neu01 - prepend 3

(g) vs. ufmg01 - prepend 3 (h) vs. vtrseoul - prepend 3

Figure 25: vtrjohannesburg as victim with 2 and 3 prepends.
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(a) vs. amsterdam01 - prepend 0 (b) vs. neu01 - prepend 0

(c) vs. ufmg01 - prepend 0 (d) vs. vtrjohannesburg - prepend 0

(e) vs. amsterdam01 - prepend 1 (f) vs. neu01 - prepend 1

(g) vs. ufmg01 - prepend 1 (h) vs. vtrjohannesburg - prepend 1

Figure 26: vtrseoul as victim with 0 and 1 prepends.
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(a) vs. amsterdam01 - prepend 2 (b) vs. neu01 - prepend 2

(c) vs. ufmg01 - prepend 2 (d) vs. vtrjohannesburg - prepend 2

(e) vs. amsterdam01 - prepend 3 (f) vs. neu01 - prepend 3

(g) vs. ufmg01 - prepend 3 (h) vs. vtrjohannesburg - prepend 3

Figure 27: vtrseoul as victim with 2 and 3 prepends.



C PREFIX LENGTH TABLE

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker victim Prefix Length Total Hijacked Recovered Total Hijacked Recovered

amsterdam01 neu01 /23 391 364 (93.09%) 295 (81.04%) 102631 102600 (99.96%) 73270 (71.39%)
amsterdam01 neu01 /24 388 60 (15.46%) N/A 102591 22738 (22.16%) N/A
amsterdam01 ufmg01 /23 390 365 (93.58%) 264 (72.32%) 103050 103019 (99.96%) 62746 (60.88%)
amsterdam01 ufmg01 /24 393 93 (23.66%) N/A 103020 35394 (34.35%) N/A
amsterdam01 vtrseoul /23 390 362 (92.82%) 286 (79.00%) 102983 102963 (99.98%) 78777 (76.49%)
amsterdam01 vtrseoul /24 N/A 73 (N/A%) N/A N/A N/A (N/A%) N/A
amsterdam01 vtrjohannesburg /23 389 380 (97.68%) 250 (67.78%) 102801 102785 (99.98%) 59558 (57.93%)
amsterdam01 vtrjohannesburg /24 389 119 (30.59%) N/A 102745 36699 (35.71%) N/A

neu01 amsterdam01 /23 363 389 (107.16%) 53 (13.62%) 102782 102782 (100.0%) 21540 (20.95%)
neu01 amsterdam01 /24 364 351 (96.42%) N/A 102858 73383 (71.34%) N/A
neu01 ufmg01 /23 364 366 (100.54%) 162 (44.26%) 102583 102583 (100.0%) 41532 (40.48%)
neu01 ufmg01 /24 365 185 (50.68%) N/A 102935 55573 (53.98%) N/A
neu01 vtrseoul /23 364 363 (99.72%) 125 (34.43%) 102798 102798 (100.0%) 42976 (41.80%)
neu01 vtrseoul /24 364 229 (62.91%) N/A 102800 49716 (48.36%) N/A
neu01 vtrjohannesburg /23 365 379 (103.83%) 101 (26.64%) 102661 102661 (100.0%) 41922 (40.83%)
neu01 vtrjohannesburg /24 364 268 (73.62%) N/A 102683 57340 (55.84%) N/A

ufmg01 neu01 /23 366 364 (99.45%) 178 (48.90%) 102485 102473 (99.98%) 53933 (52.62%)
ufmg01 neu01 /24 367 169 (46.04%) N/A 102893 42988 (41.77%) N/A
ufmg01 amsterdam01 /23 369 391 (105.96%) 86 (21.99%) 102766 102754 (99.98%) 35229 (34.28%)
ufmg01 amsterdam01 /24 366 313 (85.51%) N/A 102916 62263 (60.49%) N/A
ufmg01 vtrseoul /23 365 361 (98.90%) 203 (56.23%) 102667 102655 (99.98%) 66293 (64.57%)
ufmg01 vtrseoul /24 365 148 (40.54%) N/A 102784 33742 (32.82%) N/A
ufmg01 vtrjohannesburg /23 367 382 (104.08%) 146 (38.21%) 102500 102488 (99.98%) 59390 (57.94%)
ufmg01 vtrjohannesburg /24 365 220 (60.27%) N/A 102603 43723 (42.61%) N/A

vtrseoul neu01 /23 363 364 (100.27%) 223 (61.26%) 102657 102657 (100.0%) 49668 (48.38%))
vtrseoul neu01 /24 363 129 (35.53%) N/A 102857 42997 (41.80%) N/A
vtrseoul ufmg01 /23 362 366 (101.10%) 144 (39.34%) 102794 102794 (100.0%) 33682 (32.76%)
vtrseoul ufmg01 /24 363 219 (60.33%) N/A 102748 66743 (64.95%) N/A
vtrseoul amsterdam01 /23 364 392 (107.69%) 71 (18.11%) 102874 102874 (100.0%) 22392 (21.76%)
vtrseoul amsterdam01 /24 363 328 (90.35%) N/A * * (*%) N/A
vtrseoul vtrjohannesburg /23 362 380 (104.97%) 117 (30.78%) 102491 102491 (100.0%) 34148 (33.31%)
vtrseoul vtrjohannesburg /24 363 244 (67.21%) N/A 102430 61762 (60.29%) N/A

vtrjohannesburg neu01 /23 381 365 (95.80%) 246 (67.39%) 102773 102772 (99.99%) 52733 (51.31%)
vtrjohannesburg neu01 /24 381 101 (26.50%) N/A 102872 42327 (41.14%) N/A
vtrjohannesburg ufmg01 /23 381 365 (95.80%) 200 (54.79%) 103034 103033 (99.99%) 44181 (42.88%)
vtrjohannesburg ufmg01 /24 380 153 (40.26%) N/A 102990 60638 (58.87%) N/A
vtrjohannesburg vtrseoul /23 381 363 (95.27%) 224 (61.43%) 102927 102926 (99.99%) 62020 (60.25%)
vtrjohannesburg vtrseoul /24 380 119 (31.31%) N/A 103039 34081 (33.07%) N/A
vtrjohannesburg amsterdam01 /23 379 384 (101.31%) 110 (28.64%) 102942 102941 (99.99%) 37161 (36.09%)
vtrjohannesburg amsterdam01 /24 379 317 (83.64%) N/A 102936 59361 (57.66%) N/A

Table 25: Results for measurements in the control plane and data plane of experiments
involving more specific prefixes without prepend, where the original announcement varies
from /23 to /24, while the hijacks are carried out using /24.
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(a) vs. neu01 - /23 original prefix (b) vs. neu01 - /24 original prefix

(c) vs. ufmg01 - /23 original prefix (d) vs. ufmg01 - /24 original prefix

(e) vs. vtrjohannesburg - /23 original prefix (f) vs. vtrjohannesburg - /24 original prefix

(g) vs. vtrseoul - /23 original prefix (h) vs. vtrseoul - /24 original prefix

Figure 28: amsterdam01 as victim while announcing a /23 or a /24 prefix.
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(a) vs. amsterdam01 - /23 original prefix (b) vs. amsterdam01 - /24 original prefix

(c) vs. ufmg01 - /23 original prefix (d) vs. ufmg01 - /24 original prefix

(e) vs. vtrjohannesburg - /23 original prefix (f) vs. vtrjohannesburg - /24 original prefix

(g) vs. vtrseoul - /23 original prefix (h) vs. vtrseoul - /24 original prefix

Figure 29: neu01 as victim while announcing a /23 or a /24 prefix.
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(a) vs. amsterdam01 - /23 original prefix (b) vs. amsterdam01 - /24 original prefix

(c) vs. neu01 - /23 original prefix (d) vs. neu01 - /24 original prefix

(e) vs. vtrjohannesburg - /23 original prefix (f) vs. vtrjohannesburg - /24 original prefix

(g) vs. vtrseoul - /23 original prefix (h) vs. vtrseoul - /24 original prefix

Figure 30: ufmg01 as victim while announcing a /23 or a /24 prefix.
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(a) vs. amsterdam01 - /23 original prefix (b) vs. amsterdam01 - /24 original prefix

(c) vs. neu01 - /23 original prefix (d) vs. neu01 - /24 original prefix

(e) vs. ufmg01 - /23 original prefix (f) vs. ufmg01 - /24 original prefix

(g) vs. vtrseoul - /23 original prefix (h) vs. vtrseoul - /24 original prefix

Figure 31: vtrjohannesburg as victim while announcing a /23 or a /24 prefix.
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(a) vs. amsterdam01 - /23 original prefix (b) vs. amsterdam01 - /24 original prefix

(c) vs. neu01 - /23 original prefix (d) vs. neu01 - /24 original prefix

(e) vs. ufmg01 - /23 original prefix (f) vs. ufmg01 - /24 original prefix

(g) vs. vtrjohannesburg - /23 original prefix (h) vs. vtrjohannesburg - /24 original prefix

Figure 32: vtrseoul as victim while announcing a /23 or a /24 prefix.



E CONNECTIVITY TABLE

Experiment Configuration Control Plane Monitors Data Plane Targets
Origin Hijacker Peers/IX Total Hijacked Total Hijacked

amsterdam01 neu01 AMS-IX 18 345 (N/A) 1162 619 (53.27%)
amsterdam01 neu01 Bit BV 371 65 (17.52%) 98872 21726 (21.97%)
amsterdam01 neu01 AMS-IX, Bit BV 371 65 (17.52%) 98939 21853 (22.08%)
amsterdam01 neu01 Coloclue, Bit BV 386 63 (16.32%) 98794 21681 (21.94%)
amsterdam01 neu01 AMS-IX, Coloclue, Bit BV 386 65 (16.83%) 98779 21818 (22.08%))
amsterdam01 neu01 Coloclue 391 39 (9.97%) 98884 20967 (21.20%)
amsterdam01 neu01 AMS-IX, Coloclue 391 39 (9.97%) 98716 20980 (21.25%)

amsterdam01 ufmg01 AMS-IX 18 352 (N/A) 1242 681 (54.83%)
amsterdam01 ufmg01 Bit BV 373 103 (27.61%) 99227 34642 (34.91%)
amsterdam01 ufmg01 AMS-IX, Bit BV 371 101 (27.22%) 99320 34644 (34.88%)
amsterdam01 ufmg01 Bit BV, Coloclue 386 101 (26.16%) 99210 34634 (34.90%)
amsterdam01 ufmg01 AMS-IX, Bit BV, Coloclue 390 103 (26.41%) 99262 35765 (36.03%)
amsterdam01 ufmg01 Coloclue 389 84 (21.59%) 99310 34012 (34.24%)
amsterdam01 ufmg01 AMS-IX, Coloclue 386 85 (22.02%) 99199 34274 (34.55%)

amsterdam01 vtrseoul AMS-IX 18 361 (N/A) 1188 644 (54.20%)
amsterdam01 vtrseoul Bit BV 367 121 (32.97%) 98721 38399 (38.89%)
amsterdam01 vtrseoul AMS-IX, Bit BV 370 120 (32.43%) 98893 38407 (38.83%)
amsterdam01 vtrseoul Bit BV, Coloclue 370 121 (32.70%) 98878 38110 (38.54%)
amsterdam01 vtrseoul AMS-IX, Bit BV, Coloclue 387 119 (30.74%) 98783 38253 (38.72%)
amsterdam01 vtrseoul Coloclue 390 88 (22.56%) 98741 38527 (39.01%)
amsterdam01 vtrseoul AMS-IX, Coloclue 391 86 (21.99%) 98720 38608 (39.10%)

amsterdam01 vtrjohannesburg AMS-IX 18 346 (N/A) 1146 591 (51.57%)
amsterdam01 vtrjohannesburg Bit BV 371 76 (20.48%) 98761 22818 (23.10%)
amsterdam01 vtrjohannesburg AMS-IX, Bit BV 370 77 (20.81%) 98771 23129 (23.41%)
amsterdam01 vtrjohannesburg Bit BV, Coloclue 387 79 (20.41%) 98822 23583 (23.86%)
amsterdam01 vtrjohannesburg AMS-IX, Bit BV, Coloclue 388 78 (20.10%) 98777 23517 (23.80%)
amsterdam01 vtrjohannesburg Coloclue 390 69 (17.69%) 98774 23463 (23.75%)
amsterdam01 vtrjohannesburg AMS-IX, Coloclue 390 70 (17.94%) 98798 23505 (23.79%)

Table 26: Result for selective announcement experiments were amsterdam01 is the vic-
tim.
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(a) Announcing to AMS-IX (b) Announcing to BitBV

(c) Announcing to AMS-IX and BitBV (d) Announcing to BitBV and Coloclue

(e) Announcing to AMS-IX, BitBV and Coloclue (f) Announcing to Coloclue

(g) Announcing to AMS-IX and Coloclue

Figure 33: amsterdam01 as victim while using selective announcement. neu01 as attacker.



96

(a) Announcing to AMS-IX (b) Announcing to BitBV

(c) Announcing to AMS-IX and BitBV (d) Announcing to BitBV and Coloclue

(e) Announcing to AMS-IX, BitBV and Coloclue (f) Announcing to Coloclue

(g) Announcing to AMS-IX and Coloclue

Figure 34: amsterdam01 as victim while using selective announcement. ufmg01 as at-
tacker.
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(a) Announcing to AMS-IX (b) Announcing to BitBV

(c) Announcing to AMS-IX and BitBV (d) Announcing to BitBV and Coloclue

(e) Announcing to AMS-IX, BitBV and Coloclue (f) Announcing to Coloclue

(g) Announcing to AMS-IX and Coloclue

Figure 35: amsterdam01 as victim while using selective announcement. vtrjohannesburg
as attacker.
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(a) Announcing to AMS-IX (b) Announcing to BitBV

(c) Announcing to AMS-IX and BitBV (d) Announcing to BitBV and Coloclue

(e) Announcing to AMS-IX, BitBV and Coloclue (f) Announcing to Coloclue

(g) Announcing to AMS-IX and Coloclue

Figure 36: amsterdam01 as victim while using selective announcement. vtrseoul as at-
tacker.
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